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1. Introduction and Scope
Many important and fundamental processes in science and

technology take place at liquid interfaces. Examples include
uptake and reactions of pollutants at the surface of water
droplets and ice particles in the atmosphere,1,2 phase transfer
catalysis,3-5 ion-, electron-, and proton-transfer reactions at
liquid/liquid and liquid/membrane interfaces,6-8 and corro-
sion.9,10 While the study of these systems has a very long
history, up until recently most of the experimental studies
involved the measurements of bulk macroscopic properties,
and most of the theoretical studies utilized continuum
models.11 In recent years, due to progress in experimental
and theoretical methodology, it has become clear that the
study of the molecular structure and dynamics of liquid
interfaces is an important step toward understanding the role

that this inhomogeneous environment plays in the phenomena
listed above.

Static and dynamic electronic spectroscopy has been used
for several decades to gain insight into the nature of inter-
molecular interactions, structure, and dynamics in condensed
media.12-57 With the development of nonlinear optical
spectroscopic techniques,58 these tools have been utilized,
primarily in the past decade, to study liquid interfaces. The
purpose of this paper is to review the progress made in the
application of electronic spectroscopy to liquid interfaces.
This subject has been previously reviewed briefly.59-61

However, major contributions, primarily during the last 5-7
years, justify a more comprehensive review of this topic.

We begin this paper (sections 2.1 and 2.2) with an expo-
sition of the basic theoretical background underlying the
phenomena of static and dynamic electronic spectroscopy
in the condensed phase. This part is a necessary background,
especially when the results at liquid interfaces are to be com-
pared with the bulk. However, given its extensive coverage
in the literature, this part will be brief, and for additional
details, the reader is directed to existing literature. This is
followed (in section 2.3) with a summary of the most im-
portant knowledge gained in the past decade about the
structure and dynamics of the neat interface, which is
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essential background for the rest of the paper. However, it
will be limited to a brief summary. More details are available
in a number of reviews, which are listed there.

The rest of the paper contains a review of the applications
to liquid/vapor and liquid/liquid interfaces. Because some
of the characteristics of liquid/liquid interfaces are similar
to those in bulk micelle solutions (including reverse micelles
and microemulsions) and at liquid/solid interfaces, some
discussion of these systems for comparison purposes is
included here, but no exhaustive review was attempted,
because there are relatively recent reviews of these sys-
tems.57,62 While an attempt has been made to review all of
the pertinent literature, the emphasis is on the theoretical
literature and on the microscopic insight. Since most of what
is known theoretically has been obtained by computer
simulations, the review will be heavily biased toward results
obtained using this technique. Several reviews in this
thematic issue address some of the material covered here
from the experimental point of view. Technical details about
the computations and the potential energy surfaces will be
kept to a minimum, and the reader will be directed toward
the specific papers. Finally, our emphasis is on the general
effect of the inhomogeneous environment and a comparison
with the bulk, rather than on the specifics of a given
interfacial system.

2. Background
In this section, we briefly discuss some of the background

required to follow the main parts of this paper. No attempt
has been made to provide an exhaustive review of the topics
covered here, but rather we provide useful information in
preparation for the detailed and full review of the main topics
presented in sections 3 and 4.

2.1. Electronic Spectroscopy in the Condensed
Phase

The line shape of an electronic absorption and emission
spectrum of a dilute solute in a solvent is typically broader
and its peak shifts compared with the spectrum in the gas
phase. The shift of the spectrum reflects the different
interaction energies between the ground and excited states
of the solute with the solvent. The width reflects the (mainly)
orientational distribution and the fluctuations of solvent
molecules. Clearly, solvent effects on electronic spectra
contain valuable information about solvent structure in the
vicinity of the solute and about solvent-solute interactions.
This information is critically important for understanding
solvent effects on chemical reactivity and thus has been the
subject of numerous experimental and theoretical studies.
In this section, we briefly present a simple model for the
static absorption and emission spectra. In the next section,
we will consider the time-dependent version.

We consider a single vibronic transition and model it by
a two-level quantum system coupled to a classical bath. (For
recent articles discussing the contribution of intramolecular
solute vibration coupled to a semiclassical or quantum bath
with extensive references to other earlier treatments, see refs
63 and 64.) We takeHgr andHex as the total Hamiltonian of
the system when the solute is in the ground and excited
electronic states, respectively. The energy difference between
the two states is modified from the gas-phase value ofE0

because of the different interactions between the solvent and
solute in the two electronic states. We denote byU[r ] )

Hex - Hgr the energy gap at a particular nuclear configuration
r (of the solute and all solvent molecules). In the dipole
approximation for the interaction with the electromagnetic
field (weak field), if one neglects solvent dynamics (see next
section) and excited-state lifetime (assumed infinite), then
in the Franck-Condon approximation the normalized ab-
sorption and emission static line shapes are given by the
distribution of energy gaps in the ground and excited state,
respectively (in units ofp ) 1):

where δ is the Diracδ function and〈...〉R ) ∫e-âHR...dr /
(∫e-âHR dr ) represents the canonical (â ) 1/(kT)) ensemble
average when the system’s Hamiltonian isHR (R ) gr or
ex). Equation 2.1 is the basis for a classical computer
simulation calculation of the line shape: One runs molec-
ular dynamics or Monte Carlo simulations with the Hamil-
tonian Hgr (or Hex) and bins the instantaneous energy gap
to obtain the absorption (or emission) spectrum. This
equation is also the starting point of several analytical (and
combined analytical-simulation) theories of electronic line
shape.

By replacement of theδ function with its Fourier
representation,〈δ(ω - U)〉 ) (2π)-1∫-∞

∞ e-iωt〈eiUt〉 dt, and
use of the second-order cumulant expansion of〈eiUt〉, it is
straightforward to show that these line shapes are Gaussians
whose peaks are given byωabs) 〈U〉gr andωemis ) 〈U〉ex for
the absorption and emission spectra, respectively:29,40,65

These results have been used to obtain approximate analytical
formulas for the solvent-induced shift of the peak absorption
and emission spectra. We mention a few examples of these
results here for future use.

Using the Onsager reaction field model, McRae com-
puted the spectral shift in terms of the solvent static dielec-
tric constant and the index of refraction for a solute modeled
as a point dipole inside a cavity and undergoing an excita-
tion that involves a change in the dipole (size and orienta-
tion), as well as a change in the polarizability.66 The re-
sulting (quite lengthy) expression has been modified and
applied by many authors to calculate excited electronic state
solute properties.28,67,68For example, in the case of a point
dipole in a nonpolarizable liquid and a parallel transition
(no change in the dipole moment orientation upon excita-
tion), the expression for the shift relative to the gas phase is
reduced to

where µgr and µex are the electric dipole moments in the
ground and excited states, respectively, andR is the radius
of the cavity. This formula shows that if the excited-state

Iabs(ω) ) 〈δ[ω - U(r )]〉gr

Iemis(ω) ) 〈δ[ω - U(r )]〉ex (2.1)

Iabs(ω) ) 1

x2πσa
2

e-(ω-〈U〉gr)2/(2σa
2), σa

2 ) 〈U2〉gr - 〈U〉gr
2

Iemis(ω) ) 1

x2πσe
2

e-(ω-〈U〉ex)2/(2σe
2),

σe
2 ) 〈U2〉ex - 〈U〉ex

2 (2.2)

∆ω )
4µgr(µgr - µex)

R3

ε - 1
ε + 2

(2.3)
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dipole is larger than the ground-state one (the excited state
is stabilized more than the ground state), the spectrum is
red-shifted, which is referred to as positive solvatochromism
(sometimes called bathochromism). A blue shift (negative
solvatochromism or hypsochromism) arises whenµex < µgr.
Expressions for polarizable solvents, including practical
applications, are given in ref 69. The shift can also be related
to the thermodynamic properties of the system.12,28Statistical
mechanical theories in which the solvent and the solvent-
solute coupling are modeled using interaction potential
models are also very extensive.29,40,65,70,71Particularly useful
are those results that express the frequency shift and the width
in terms of the solvent-solute radial distribution functions29

(which can be obtained from simulations or approximate
statistical mechanical theories). A test of continuum models
was reported by Bader and Berne,37 who suggested that one
way to improve the results of continuum models (for polar-
polarizable solvents) is to allow for a change in the cavity
size upon excitation.

Especially relevant to our discussion of liquid interfaces
is the empirically based approach to quantitatively expressing
the differential solvation of the ground and excited states of
a solute by introducing the concept of a solvent polarity
scale.72-75 The basic idea is that simple solvent properties
such as dielectric constant and index of refraction are not
sufficient to predict the ability of the solvent to solvate a
polar solute, since that ability may depend on the details of
the solvent-solute coupling and the solvent structure. In
contrast, as the discussion above suggests, the electronic
spectral shift provides a convenient one-parameter charac-
terization of the ability of the solvent to interact with the
solute. This has led to the development of several solvent
polarity scales based on the spectral shift of several different
dye molecules (referred to as solvent polarity indicators).
The electronic transition used is typically theπ f π*
transition in aromatic compounds. For example, one of the
most useful scales, called theET(30) scale, is based on
pyridinium N-phenolate betaine dye. The spectral shift of
this solute molecule in hundreds of different solvents was
measured, and a convenient scale was produced by express-
ing the shift in kcalories per mole. Reichardt has compiled
these values for many solvents and also compared a number
of other polarity scales.38

The polarity scale expresses quantitatively the notion that
as the solvent polarity increases, the solvatochromism
increases for solute molecules that are similar to the indicator
molecule used to set up the scale. This, however, assumes
that change in the solvent does not affect the solute electronic
structure, which is not always the case.76,77 For example, if
the ground state polarizability is especially large, a positive
solvatochromism may switch to a negative one with an
increase in solvent polarity.38,78 An example of this at a
liquid/liquid interface will be presented below.

We conclude this section with an important point that has
been stressed in the literature.38,79Representing the solvation
power of a liquid using a single parameter is reasonable if
the solvent-solute interactions are nonspecific (such as
dipolar interactions).75 This, however, is not the case if there
are specific types of interactions, such as hydrogen bonding.
Thus, a multiparameter approach, in which additional
parameters describe these specific interactions, can be
introduced. An example is the Kamlet-Taft empirical
approach, where in addition to the dipolar/polarizability
parameterπ*, one introduces a parameter to describe

hydrogen-bond donor acidity (R) and another parameter to
describe hydrogen-bond acceptor basicity (â).72,80,81 The
success of such an approach depends on the ability to find
indicator molecules that interact with the solvents primarily
through the mechanism one tries to model. For a recent
review with extensive references, see ref 38.

2.2. Solvation Dynamics
Due to the constant thermal motion of the solute and

solvent molecules in the condensed phase environment, the
electronic transition frequencies of the solute molecules
exploring different solvent environments are not static.
Indeed, in the time-correlation function approach mentioned
above, the electronic spectral line shape is calculated from
the fluctuations in these frequencies. While using the spectral
line shape to gain information about the solvent dynamics
is possible under certain conditions and has been studied
extensively, time-resolved approaches have the potential to
give more direct information about the structure and dy-
namics of the solvent-solute complex, as well as the de-
tailed intermolecular solvent-solute interactions. These
approaches have been developed and used since the early
1980s.17,27,33,41,44,82-85 They are based on the preparation
and subsequent probe of an initial solvation state that
is far from equilibrium as it evolves toward a new equi-
librium state. At the molecular level, these dynamics
involve rotation and translation of solvent molecules as
influenced by the interactions with the solute molecule
in its new electronic state. Theoretical studies are num-
erous15,18-26,30,32,34-36,40,42,45,48-50,52,54,56,86-88 and have been
extensively reviewed.36,57,89,90Thus, we give only a brief
background in preparation for the review of this topic in
sections 3 and 4 below.

The response of a condensed matter environment to a
sudden change in the solute electronic structure can be
experimentally detected by various techniques such as time-
resolved fluorescence (TRF), transient hole-burning, and
photon echo experiments. In many cases, a simple and
efficient approach to describing the result uses a (nonequi-
librium) time-correlation function defined as

whereω(t) is some time-dependent characteristic frequency
(typically taken to be the peak frequency or the average
frequency) associated with the line shape. For example, in
TRF experiments,ω(0) is the peak emission frequency
immediately after the solute was excited (which is the same
as the equilibrium peak absorption spectra for a two-level
system). As the solvent responds to the new electronic state,
the emission spectrum evolves andω(∞) is the peak of the
“final” equilibrium emission spectrum. Equation 2.4 es-
sentially depicts the normalized transient solvatochromic
(Stokes) shift82,83(see schematic representation in Figure 1).

Computer simulations can easily be used to compute the
above nonequilibrium correlation function. Using the simple
two-state model mentioned above, we again letHgr andHex

denote the total Hamiltonian of the system when the solute
is in the ground and excited electronic states, respectively.
Following a sudden transition, the initial ground-state equi-
librium distribution evolves under the new excited-state
Hamiltonian. The solvent response can be monitored by
following the time-dependent energy gap,U[r (t)] ) Hex -

Sω(t) )
ω(t) - ω(∞)

ω(0) - ω(∞)
(2.4)
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Hgr, through the nonequilibrium time-correlation function:

where U(t) is the nonequilibrium ensemble average of

U[r (t)] at time t. Note thatU(0) ) 〈U〉gr andU(∞) ) 〈U〉ex

are the equilibrium averages in the initial and final states.
In practice, a set of initial conditions selected from the
ground-state Boltzmann distribution are propagated under
the HamiltonianHex, and the energy gap at each time step is
recorded and used to compute the averages in eq 2.5. It is
clear (within a Franck-Condon approximation) that theS(t)
in eq 2.5 is identical to the experimental function in eq 2.4.
(For a further discussion of this relation, see ref 22). Note
that while the above description is general, many of the
published calculations have been for a sudden change in a
solute molecule charge or electric dipole moment. For
examples involving nonpolar solvents see refs 40, 54, and
91.

Another approach to study the solvation dynamics is based
on examining the equilibrium fluctuations in the energy gap
δU(t) ) U[r (t)] - 〈U〉. These are used to compute the time-
dependent equilibrium correlation function:

where the ensemble averages are calculated with the Hamil-
tonian of the excited state. If the time-dependent line shape
is approximated by using equilibrium ensemble averages,
then one can show that22,40

This is the linear-response approximation. Analytical theories
of solvation dynamics are typically based on some ap-
proximation toC(t) using equilibrium statistical mechanics
or a continuum electrostatic model. In the latter case (which
applies to polar solvent dynamics), the frequency-dependent
dielectric responseε(ω) of the medium is required as an
input.36 For example, a very simple model is the Debye
model for whichε(ω) ) ε∞ + (ε0 - ε∞)/(1 + iτDω). This
model predicts a single-exponential relaxation:

where τL is the observed relaxation time (also called the
longitudinal relaxation time),τD is the Debye relaxation time

(a measure of the time it takes for the polarization of a
macroscopic sample of liquid to decay to zero after the
electric field has been turned off), andε0 andε∞ are the static
and infinite-frequency dielectric constants of the liquid. While
this model gives the correct order of magnitude result, it is
not very accurate, and it can be improved by selecting more
sophisticated models ofε(ω) (for example, as a sum of
Debye-like terms for different molecular motions82) and
considering the finite size and mass of the liquid mole-
cules.20,92-94 Here we summarize the main findings of the
experimental and theoretical studies, which are relevant for
a comparison with the interfacial systems. For more details
about specific systems, the reader should examine the
references listed at the top of this section.

1. The nonequilibrium correlation functions are typically
not a single exponential. They include an early very fast (less
than 50 fs33) inertial component, which can account for
60%-80% of the total relaxation in water. This is followed
by a multiexponential relaxation on the hundred femtosecond
and picosecond time scales.95

2. Molecular details of the solvent are important, and in
many cases, the relaxation time can be associated with
specific molecular motions such as hydrogen bonding
dynamics and the rotation of solvent molecules or particular
functional groups.45,82

3. Simulations show that most of the contribution to polar
solvation dynamics comes from the first solvation shell.25

However, a simple decomposition to uncorrelated distance-
dependent contributions is not possible, at least for the
models studied.88

4. Solute dynamics (rotation and translation) can accelerate
solvation dynamics, depending on the relative rate of solvent
and solute motions.96

5. With few exceptions,24,34,97polar solvent dynamics are
in reasonable agreement with linear-response theory, even
for large perturbations away from equilibrium. Cases where
linear response theory fails involve situations where the
equilibrium fluctuations do not sample all the regions in
which the nonequilibrium dynamics take place.56

6. Solvation dynamics in liquid mixtures are sensitive to
the mixtures’ composition and may reflect clustering and
enrichment of one of the solvents around the solute.34,41,50,98-100

2.3. The Structure and Dynamics of the Neat
Interface

Clearly, knowledge about the molecular structure and
dynamics of the neat interface is a prerequisite for a
discussion of electronic transitions of solute molecules
adsorbed at the interface. Several reviews of the current
knowledge about the structure and dynamics of the neat
interface have been published during the last 7-10 years.101-104

In this section, we summarize the main points and in several
places update these reviews with more recent results. Most
of our current understanding has been obtained from
improvements to spectroscopic105,106 and electrochemical
methods107,108 and from relatively new experimental tools,
such as nonlinear spectroscopy,58,102,109-114 light scatter-
ing,115,116 neutron diffraction,117-120 X-ray scattering,121-128

and fluorescence anisotropy decay,129,130 and theoretically
from molecular dynamics and Monte Carlo simulations101,104,131

and approximate statistical mechanical theories,132-135 such
as density functional theory.135,136

Liquid interfaces may be characterized macroscopically
by the surface tension and by several nonuniform thermo-

Figure 1. A schematic representation of the energetics involved
in a typical time-resolved fluorescence experiment measuring
solvation dynamics.

S(t) )
U(t) - U(∞)

U(0) - U(∞)
(2.5)

C(t) )
〈δU(t)δU(0)〉
〈δU(0)δU(0)〉

(2.6)

Sω(t) ) S(t) ) C(t) (2.7)

C(t) ) e-t/τL, τL ) ε∞τD/ε0 (2.8)
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dynamic properties, such as density, viscosity, and dielectric
response,105,132,133,137 and molecularly by various single
particle and pair correlation functions.

2.3.1. Average Density and Density Fluctuations at Liquid
Interfaces

The most extensive knowledge about liquids at interfaces
is available on the density variations at the interface. We
consider a situation where, due to gravity and far from the
critical point, a stable planar interface exists between a liquid
and another phase (a different immiscible liquid, a vapor,
or a solid). We takez to be the direction normal to the
interface. Due to symmetry, an ensemble average of the local
atomic densityF(x,y,z) gives rise to a density profileF(z) )
〈F(x,y,z)〉. The planez ) ZG, called the Gibbs dividing
surface, can always be selected such that the excess density
of the liquid (or one of the liquids in the case of a liquid/
liquid interface) on one side can be exactly balanced by the
decrease in density on the other side.133,138 This is ap-
proximately where the density is 50% of the bulk value for
the liquid/vapor and liquid/liquid interfaces. In what follows,
we use the term “surface region” for the region centered at
the Gibbs surface, where behavior different from the bulk is
observed.

The density profile and density fluctuations along the
normal to the interface have been the subject of numerous
theoretical treatments, including mean field theories,133

integral equations, and classical density functional theory,135,136

and mostly molecular dynamics and Monte Carlo computer
simulations.101-104 Experimentally, the density profile can be
determined directly by light scattering techniques115,116and
by X-ray and neutron scattering.127

Two distinct types of density profiles have been observed
(or computed), and they are illustrated in Figure 2. In one
type, the density profile changes monotonically from the
value of one bulk phase to the value of the other bulk phase.
In the second type, dampened oscillations exist in the
interface region, corresponding to molecular layers packed
at the interface. The monotonic density profile has been
observed in computer simulations for most liquids at equi-
librium with their vapors far below the critical point101 and
in some liquid/liquid interfaces.139,140 Oscillations are ob-
served in the liquid/vapor interface of liquid metals141-144

in some simulations145-150 and density function theories of
liquid/liquid interfaces,136 and are typical for liquids adsorbed
on solid surfaces.135,138

A monotonic density profile is also the result of capillary
wave and van der Waals mean field theories.133,134,151 In
particular, capillary wave theory views the interface as having
an intrinsic profile with a finite width, on top of which are

superimposed thermally excited capillary waves. By assign-
ing to each wave vector a free energy functional that includes
surface deformation (proportional to the surface tensionγ)
and the contribution due to earth’s gravity (g) and summing
up all wave vectors (with a proper Boltzmann weighting)
from the lower limit of 2π/L (whereL is the size of the square
surface area) to the upper limit of 2π/êb (whereêb is the
liquid bulk correlation length- a few molecular diameters),
one obtains133,151,153

where erf is the standard error function,ZG is the average
location of the interface,FA andFB are the densities of the
two bulk phases, andσ is the interface width, calculated as
the mean-squared deviation of the local surface deformation
and given by

wherelc ) [γ/{g(FA - FB)}]1/2 is called the capillary length
(a few millimeters for water at room temperature). Note that
in the thermodynamic limit (L f ∞) the interface width
exhibits logarithmic divergence asg f 0, so gravity is
necessary to establish a stable interface. However, for a
microscopic size sample (like the one used in molecular
dynamics or Monte Carlo simulations),σ2 ) (2πâγ)-1 ln
L/êb and gravity does not play a role.

Some of the predictions of capillary wave theory have been
confirmed in experiments115,123,154and simulations.101,104,155

For example, since the free energy associated with a local
surface deformation is quadratic in the local heights, one
expects a Gaussian distribution of local interface posi-
tions.156-158 This has been examined in detail139,140,146and
found to hold down to a surface area ofêb

2. The logarithmic
dependence of the interface width on the surface area (eq
2.10) was demonstrated by Senapati and Berkowitz.155

Recently, Schlossman and co-workers have used X-ray
reflectivity to demonstrate that for water/n-alkane interfaces,
deviations from capillary wave theory can be explained by
adding to the capillary wave width (eq 2.10) a contribution
from the intrinsic structure of the liquid molecules.126,154

The shape of the density profile of several liquid/liquid
interfaces (especially that of water) obtained from simulations
is also monotonic and can be fit to capillary wave theory
using a surface tensionγ calculated from independent simu-
lations.104 However, there is evidence from molecular dy-
namics simulations145-150 and density functional theory calcu-
lations136 for dampened oscillations in the densities on the
bulk side of the liquid/liquid interfacial region, as shown in
Figure 2. While the oscillatory density profile of liquids near
solids observed in simulations,159-169 statistical mechanical
theories,135,170,171and experiments172-175 reflects the layering
of molecules packed on relatively fixed solid atoms, it is
not clear that a similar phenomenon is at play in the liquid/
liquid system. For example, Toxvaerd and Stecki found stable
equilibrium oscillatory structures in the density profiles of
two immiscible Lennard-Jones liquids, but these vanish with
the increase in the surface area.147 In liquid/solid systems,
the decay length of the oscillations depends on the type of
intermolecular forces and the size of the liquid molecules.

Figure 2. Two typical density profiles of liquid at interfaces. The
top profile is observed at most liquid/vapor interfaces and the bottom
profile at some liquid/liquid and most liquid/solid interfaces.

F(z) ) 1
2
(FA + FB) - 1

2
(FA - FB) erf(z - ZG

x2σ ) (2.9)

σ2 ) (4πâγ)-1 ln
1 + (2πlc/êb)

2

1 + (2πlc/L)2
(2.10)
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For water next to a variety of surfaces, the bulk density is
reached in three to four molecular layers (10-12 Å).

The average density at the liquid interface (which is
reflected by the density profile) is expected to play a role in
some aspects of solvation dynamics, as will be shown later.
More generally, the dynamics of solvent and solute molecules
in the interfacial region are affected by the effective viscosity
of the medium, and this is directly related to the density.
This will be discussed further below.

While the density profile and, by association, the average
local density are concepts of fundamental importance, their
effects are typically well understood by proper extrapolation
from the behavior of bulk homogeneous systems as a
function of density. More unique to the interface region are
the density fluctuations that give rise to the finite interface
width. Although the description of these density fluctuations
in terms of thermally excited capillary waves is a reasonable
approach (which enables one to make a connection with the
macroscopic surface tension), only the lower wavelength
limit (nearêb) could be coupled to molecular motions. Thus,
it is the local surface deformation that is more relevant to
an understanding of the behavior of solutes at interfaces.

Most of the evidence for the coupling of local surface
roughness to molecular motion comes from molecular
dynamics simulations. For example, in ion transfer across
the interface between two immiscible liquids, fingerlike
structures of water molecules can form and either inhibit or
enhance ion transfer, depending on the driving force of the
transfer.176-182 In electron transfer, surface roughness may
enable the reactants to approach each other with a larger
angle, thus increasing the effective reaction volume.183 We
will see later that dynamic surface roughness is also
important in understanding electronic spectra and solvation
dynamics at interfaces.

Demonstrating this surface roughness experimentally is
more challenging. Using fluorescence depolarization experi-
ments, Wirth and co-workers have shown that the reorienta-
tion dynamics and the lateral diffusion of acridine orange
dye at several water/hydrocarbon interfaces do not correlate
with the bulk viscosity of the bulk media or with the surface
tension,129,130but are affected by the molecular shape of the
solute and the roughness of the interface. Molecular shape
considerations maybe also be important in electronic spectra
at the interface, as will be discussed later. Somewhat more
direct information about the local roughness of liquid surfaces
can be obtained by the scattering of atoms and molecules
from the free liquid surface.184-186 For example, the orien-
tational distribution of the scattered atoms and molecules
and their energy distributions can be related to local surface
corrugation.184,187-189

2.3.2. Molecular Structure and Dynamics

Molecules at the interfacial region are subject to strong
asymmetry in the intermolecular forces, which may result
in a molecular structure and dynamics at the interface
significantly different from those in the bulk. Some of the
most dramatic advances in the knowledge about liquids at
interfaces have been concerning their molecular structure,
and while most of this knowledge has been obtained from
molecular dynamics and Monte Carlo simulations, there is
a growing number of experimental studies, as will be briefly
discussed below.

2.3.2.1. Molecular Orientation For a system ofN
particles whose mutual interactions can be described clas-

sically by a potential energy functionU(r 1, ..., rN) wherer 1,
..., rN are the positions of all the particles, the singlet
distribution function defined asF(1) ) N∫ exp(-âU)
dr 2 ... drN/∫ exp(-âU) dr 1 dr 2 ... drN is constant for a
homogeneous system and equal to the bulk densityN/V. The
cylindrical symmetry at a planar interface gives rise to aF(1)

that is a function ofz, the density profile. If the liquid is
molecular, thez-dependence of the singlet distribution
suggests that at the interface there is a nonrandom orienta-
tional preference, which can be described using an orientation
profile: P(z,θ) is the probability density that a molecule
whose center of mass is atz will have the angleθ between
a vector fixed in the molecule frame of reference and the
normal to the interface. Knowledge of molecular orientations
is important for understanding equilibrium solvation structure
of adsorbed species and thus their electronic absorption
spectra.

Theoretical studies until 1996 have been reviewed in ref
60, and since then a number of molecular dynamics and
Monte Carlo studies have been published.150,190-193 Most of
the recent experimental data on molecular orientations at
liquid surfaces have been obtained using nonlinear second
harmonic generation (SHG) and sum frequency generation
(SFG) spectroscopies.111,194-200

Several general observations can be made regarding
orientational preference at liquid/vapor and liquid/liquid
interfaces:

1. Molecular dynamics and Monte Carlo simulations show
that most orientational distribution functions are quite broad,
reflecting a free energy difference between the most likely
and least likely orientation to be on the order of a fewkT.
This is consistent with experimental data.201

2. Water molecule orientation at hydrophobic surfaces
reflects the tendency to maximize hydrogen bonding, and
this gives rise to orientations where the water dipole typically
lies parallel to the interface with one OH bond pointing
toward bulk water. This seems to be independent of the
nature of the water intermolecular potential, but other
orientational properties, such as the H-H vector may be
more sensitive to the choice of the potential energy func-
tion.103 As pointed out by Jedlovszky,150 describing water
orientation using the distribution of only one angle may be
misleading, and water orientation specified by using the joint
probability distribution of two independent angles may be
useful for elucidating multiple preferred orientations.

3. Some of the clearest data about water orientation at
hydrophobic surfaces, about its dependence on external fields
and on the nature of the hydrophobic phase, have been
obtained in recent years using SFG spectra. Shen and co-
workers first demonstrated the existence of dangling OH
bonds at the water liquid/vapor interface, which can be
quenched by the addition of methanol.202,203Detailed studies
by Richmond and co-workers extend this work to the
interface between water and CCl4, 1,2-dichloroethane, and
liquid alkanes.112,204-208

4. The hydrophobic end of a molecule adsorbed at a water
surface tends to point away from the aqueous phase. This
expected result has been used in recent years as a validation
of new experimental techniques for measuring orientations.200

5. It is straightforward to demonstrate the dependence of
water molecular orientation on external field by molecular
dynamics simulations.165,166,168,209-211 Nonlinear spectroscopy
has been used to study water orientation change induced by
adsorbed charged molecules,212-214 and this can have a
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marked effect on its hydrogen bonding structure.112 Of
course, much work has been done on water orientation at
charged metal electrodes, but this is outside the scope of
this review.

2.3.2.2. Pair Correlation.The two-body distribution (or
pair correlation) function, defined asF(2)(r1,r2) ) N(N - 1)/2
∫ exp(-âU) dr 3 ... drN/∫ exp(-âU) dr 1 dr 2 ... drN, is
proportional to the probability of finding a particle at the
position r 1, given that there is a particle at the positionr 2.
In bulk homogeneous systems, this is a function of only the
interatomic distancer ) |r 2 - r 1|. However, at a planar
interface, it is also a function of the locationsz1 andz2 of
the two particles along the interface normal. While this
quantity is of fundamental importance in the development
of statistical mechanical theories of liquids at interfaces,133,135

it is cumbersome to compute and impossible to measure.
Thus, one is usually interested in an average overz1 andz2

within some thin slab centered aroundz. This gives an
orientationally averaged radial distribution functiong for
different slices along the interface normal:g(r;z). We will
refer to this function as simply the interfacial radial distribu-
tion function (RDF). The extended X-ray absorption fine
structure method (EXAFS), which was recently used to
measure nearest neighbor O-O distances for surface water
molecules, is an experimental approach to similar types of
data.215

Interfacial radial distribution functions are very useful for
describing the solvation environment of a solute molecule
adsorbed at the interface, as will be discussed in sections 3
and 4 below. Here we mention a few characteristics of this
function for neat liquids and refer the reader to existing
reviews for more details.60

One important feature of polar liquids is the tendency to
keep the structure of the first coordination shell relatively
similar to that in the bulk.140,216,217This is reflected in the
observation that the peak position of the interfacial RDF is
very close to the peak position of the bulk RDF and that the
peak height is only slightly reduced. In contrast, the second
peak is typically much smaller than that in the bulk, reflecting
the reduced average local density at the interface. For an
obvious reason, the asymptotic value (asr f ∞) of the
interfacial RDF is near 0.5 instead of 1. The exact variation
of the height of the first peak with the distancez along the
interface normal depends on the system, but it normally
begins to drop well below the bulk value only significantly
passed the Gibbs surface. For nonpolar liquids, a significant
reduction in the first peak can already be observed near the
Gibbs surface, although the peak position is generally
unaffected.140

2.3.2.3. Hydrogen Bonding Structure and Dynamics.
Hydrogen bonding has been the focus of many studies of
interfacial water. Most of our current (though incomplete)
understanding is derived from SFG spectroscopy, where the
vibrational spectra of water at the air/water interface, at the
interface with immiscible liquids, and at solid and solidlike
surfaces have been measured.112,204-208,214,218-220These spectra
are broad with features that are assigned to disordered water,
icelike strongly hydrogen-bonded water, and, in some cases,
“free” OH bonds. By examining the relative contribution of
these different features as a function of the other phase and
of solute concentration, information about the interfacial
structure can be obtained. However, these assignments are
still debated.112 Combined molecular dynamics simulations
and experiments are and will continue to be of great help in

sorting out the relationship between hydrogen bonding
structure and the features in the SFG spectra.221-224

In theoretical studies of hydrogen bonding the situation is
somewhat clearer, because a working (although quite arbi-
trary) definition of hydrogen-bonding is possible. One choice
is to define two water molecules to be hydrogen-bonded
if their mutual interaction energy is more negative than 10
kJ/mol. Other definitions that have been used include an
oxygen-oxygen distance being less than some cutoff (typi-
cally taken to be the first minimum in the OO radial
distribution function, about 3.5 Å),139,140,225,226as well as
restricting the OHO angle to some value (20°-40°).227 The
exact choice of the structural parameters is not expected to
significantly change some of the calculated properties (such
as the hydrogen bond’s lifetime227-229), although the exact
number of hydrogen bonds will be affected by the exact
choice.

Using the above definition of hydrogen bonding, one finds
that on average each water molecule in bulk water is
hydrogen bonded to 3.6 other water molecules. At the
interface (liquid/vapor and liquid/liquid with polar as well
as nonpolar liquids), this number drops to 2-3 depending
on the exact location along the interface normal. However,
when this number is divided by the total number of water
neighbors, the ratio is larger at the interface.139,140,146,148,149

This was interpreted153 as suggesting that the hydrogen bond
lifetime is longer at the interface. The calculated hydrogen-
bond lifetime using the time-correlation function method is
generally in agreement with this at water/solid230-232 and
water/liquid interfaces,233 as well as at liquid/vapor interfaces,
if the contribution due to diffusion is taken into account.234

Understanding the hydrogen bond structure and dynamics
at interfaces is very much still an open problem. Recent
developments of broadband sum frequency generation spec-
troscopy235 and its application to liquid surfaces236 suggest
that new contributions are expected soon, especially in the
experimental study of hydrogen bond dynamics.

2.3.2.4. Dynamics.The anisotropy in surface forces is also
reflected in the dynamics of molecular motion such as
rotational dynamics and molecular diffusion. Most of the
experimental data available concerns solute rotational dy-
namics, so again most of the direct knowledge about pure
solvent molecule dynamics accumulated in recent years is
from molecular dynamics simulations. Since understanding
solvent molecule dynamics is fundamental to elucidating
solvation dynamics, we consider this subject here in some
details.

Concerning first the diffusion of solvent molecules at the
interface, instead of the scalar diffusion coefficient in bulk
liquid, one must deal in a general inhomogeneous environ-
ment with a diffusion tensor. The cylindrical symmetry at
planar liquid/vapor or liquid/liquid interfaces gives rise to
two independent elements of the diffusion tensor:D⊥(z) and
D|(z) are the elements normal and perpendicular to the
interface, respectively, both of which depend on the location
relative to the interface and both of which should approach
the bulk value asz approaches a location far from the
interface. Care must be taken in computing the anisotropic
diffusion coefficients by the standard mean square displace-
ment method used in the bulk, since the diffusing molecules
parallel to the interface may change their location during
the simulation, and the motion perpendicular to the interface
is influenced by an effective potential of mean force.237

Published simulation results give in general the resultD⊥(z)
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< D|(z) at liquid/vapor237 and liquid/liquid140,149 interfaces.
However, while the above calculations giveD⊥(z) < D(bulk),
the recent analysis of Berne and co-workers suggest that at
the liquid/vapor interface, both the normal and the perpen-
dicular component of the diffusion tensor are larger than the
bulk diffusion constant.237 At the liquid/solid interface, there
are experimental data supporting a higher viscosity of the
liquid film adsorbed on the solid surface.238,239 Computer
simulations are consistent with a slowing of solvent diffusion
but suggest that the solid influence is limited to a nanometer-
thick solvent region.169,211,240

Rotational dynamics are typically described using orien-
tational correlation functions.241,242If êr is a unit vector along
a molecule-fixed vector, then a measure of the reorientation
dynamics around this axis is provided by the set of time-
correlation functions:

where the angular brackets represent an ensemble average
over all solvent molecules in the interface region (or in the
bulk) and over all time originsτ such thatτ is less than the
residence time of the molecule in the given region.Pl(x) is
the l-th order Legendre polynomial. In the bulk phase, this
function decays exponentially and may have some oscillatory
structure, depending on the density and the tempera-
ture.17,241,242

Molecular dynamics simulations show that for water the
dipole reorientation time (which may be related to IR spectral
line shape) is only mildly different at the interface140,164,243

from the value in the bulk244 (around 2 ps). Similarly, the
H-H vector reorientation time (which determines the NMR
line shape) is only slightly affected. For example, the
reorientation dynamics at the liquid/vapor interface are
slightly faster than those in the bulk, probably due to the
reduced friction (as a result of the reduced density), whereas
at the water/DCE interface it is slightly slower than in the
bulk.140 In contrast, much slower dynamics are observed for
the first layer of water at the solid/water interface169,211,240

and for water in the pool of reverse micelles.245,246 These
numbers seem to reflect the strength of the interaction
between water and molecules of the other phase. External
electric fields, which break down the hydrogen bond network,
give rise to moderate acceleration in the molecular rotation
and diffusion time.103,210

An interesting dynamical behavior that is unique to the
interfacial region is the dynamic associated with surface
deformations at length scales from just above the bulk
correlation length to macroscopic (hydrodynamics). Those
on the shorter end of this length scale may be relevant to
the behavior of a solute molecule, as will be discussed below.
These surface deformations have been characterized at the
water/DCE interface.140 They can be thought of as transverse
density fluctuations (“fingers”), whose dynamics are on the
tens of picoseconds time scale.

2.3.3. Polarity and Dielectric Behavior

One of the most important properties of the liquid interface
region that is a significant focus of this review is the degree
to which ionic and polar species adsorbed at the interface
can be solvated. While the static dielectric constantε (and
more generally the frequency-dependent complex dielectric
function ε(ω)) of the bulk liquid is an important ingredient
in this regard, it is not clear how to generalize this to the

inhomogeneous region. More important is the realization that
the solvent-solute interactions that are responsible for the
stabilization (or destabilization) of ionic and polar solute
molecules relative to the bulk may be quite complex and
cannot in general be represented by one quantity.

We will discuss the effective polarity scale of the interface
in section 3. Here we make a few comments regarding the
dielectric response of a liquid at the interface. In general,
this quantity reflects all of the interfacial structural and
dynamic characteristics discussed above.

While the dielectric response of pure liquids, and of water
in particular, has been the subject of intense experimental
and theoretical studies,57,247,248not much is known about the
dielectric behavior of pure interfacial water. This reflects the
difficulties of a direct experimental probe of the buried
interface and of applying the statistical mechanical theory
of the dielectric response to the inhomogeneous region. A
very simple concept, which has been used in simple
continuum models of interfaces to calculate adsorption free
energy and electronic spectra, is that of an effective interfacial
dielectric constant. In general, the reduced orientational
freedom (such as that observed at the water/solid interface)
and the reduced density (as in the liquid/vapor interface)
result in a smaller effective dielectric constant than that in
the bulk, and experiments that will be discussed later are
generally in agreement with this picture. For example, a
dielectric constant of 5-10 for the few water layers adsorbed
on the metal electrode is used to explain capacity measure-
ments and the spectroscopic line shape shifts of adsorbed
species.10

Another simple approach that has been extensively
used137,249,250is to assume that the dielectric constant is equal
to the bulk value up to a mathematically sharp interface,
where it jumps to the constant bulk value of the second phase.
A solution of the electrostatic boundary problem can be
represented in terms of image charges, and the interface effect
is described as the result of interactions between the solute
molecules and these image charges. Most continuum elec-
trostatic treatments of the interface use this model and its
application to electronic spectra will be described in section
3.2. It is important to note that this description becomes
increasingly inaccurate as one approaches distances from the
interface that are comparable to the size of a solute molecule.

3. Electronic Spectroscopy at Liquid Interfaces

3.1. Experimental Data

3.1.1. Nonlinear Optical Studies of Liquid/Vapor and
Liquid/Liquid Interfaces

While linear spectroscopic techniques such as UV-vis
absorption spectroscopy (used to obtained bulk electronic
spectra) can be used to study some interfacial systems (thin
films, adsorbed monolayers, and micelles and microemul-
sions), nonlinear spectroscopy techniques are the appropriate
methods for measuring electronic spectra of solute at
interfaces when there is also a substantial amount of the
solute in the bulk region. The surface selectivity of SHG
and SFG make it possible to obtain the signal from the
surface molecules unmasked by a contribution from the bulk,
since second-order nonlinear optical processes are dipole-
forbidden in centrosymmetric media.

Resonant SHG is a method that is sensitive to the
magnitude and orientation of electronic transition moments,

Cl(t) ) 〈Pl[êr(t + τ)‚êr(τ)]〉 (2.11)

Static and Dynamic Electronic Spectroscopy Chemical Reviews, 2006, Vol. 106, No. 4 1219



and thus it is ideal for studying electronic spectra of adsorbed
species. In a typical experiment, a single laser beam of
frequencyω is focused on the interface, and the intensity of
a nonlinear polarization with frequency 2ω is detected. This
intensity is given by58

wherec is the velocity of light,θ is the angle between the
incident laser beam and the normal to the interface,ω is the
frequency of the incident beam with the unit polarization
vector ê(ω) and intensity I(ω), and ê(2ω) is the unit
polarization vector of the detected beam.ø(2) is the second-
order susceptibility of the medium, which is a third-rank
tensor (27 elements) that can be written as a sum of a
nonresonantøNR

(2) and a (much larger) resonant term given
by the molecular hyperpolarizability (ignoring solute-solute
interactions):

whereNs is the surface density of molecules,|g〉 is the ground
state,|e〉 is any excited state that contributes to the signal
and |V〉 is an intermediate virtual state.ωij and Γij are the
frequency and dephasing rates of the|i〉 f |j〉 transition,
respectively. Clearly, a resonant enhancement occurs when
eitherpω or 2pω approach the ground to excited-state energy
difference, pωeg, thus enabling the measurement of an
effective electronic excitation spectrum. Note that the peak
of the obserVed SHG spectrum does not necessarily match
ωeg, due to the contribution of the nonresonant term, which,
however, can be removed by a fitting procedure.251 In
addition to the requirement that the system be noncentrosym-
metric, the detection of the SHG signal also requires that
the solute molecules have appreciable hyperpolarizability.
Furthermore, because of the buried nature of the liquid/liquid
interface, to prevent absorption of the signal in one of the
bulk phases one typically uses the total internal reflection
geometry,252-255 in which the incident beam approaches the
interface at an angle to the surface normal that is greater
than the critical angle,θc ) sin-1(n1/n2), wheren1 and n2

are the refraction indices on the two bulk phases. While the
present review is limited to electronic spectroscopy, the
review articles listed in the first paragraph of section 2.3
discuss at length the application of SHG to many other
measurements, such as surface concentration, orientation,
relaxation, and chemical reaction dynamics.

The first demonstration of using SHG to determine
solvatochromic shift at liquid interfaces was by Wang,
Borguet, and Eisenthal, who measured the SHG spec-
trum of the intramolecularπ f π* charge-transfer band of
the polarity indicator moleculeN,N′-diethyl-p-nitroaniline
(DEPNA) at the air/water interface.251 The DEPNA charge-
transfer band, which is centered at 329 nm in the gas phase,256

is red-shifted to 429 nm in bulk water251 but to only 359 nm
in bulk hexane (nonpolar solvent).80 At the air/water interface,
the charge-transfer peak is at the intermediate value of 373
nm, which is very similar to the peak position in bulk carbon
tetrachloride (375 nm) and butyl ether (372 nm).80 This
indicates that the water/air interface has a polarity similar
to that of these two liquids (at least as it concerns the
interaction with DEPNA). The positive solvatochromic shift

of DEPNA is mainly due to the large increase in the electric
dipole moment upon excitation (from 5.1 to 12.9 D). As
pointed out by Eisenthal and co-workers, the above result is
general in the sense that a similar polarity of the air/water
interface was obtained257 using theET(30) polarity indicator
(which exhibits negative solvatochromism).

The above approach was extended by Eisenthal and co-
workers to the liquid/liquid interface by studying the SHG
spectra of DEPNA adsorbed at the water/1,2-dichloroethane
and water/chlorobenze interface.257 The resulting polarity of
these interfaces, as well as the air/water interface and several
bulk liquids, is given in Figure 3. The polarity can be
conveniently expressed using the normalized scale81

An interesting point noted by Eisenthal is that the polarity
of each of the three interfaces (indicated by the vertical
dashed line) is very close to the arithmetic average of the
polarities of the two bulk phases. A similar result was
obtained using theET(30) indicator for the water/air and the
water/heptane interfaces,257 suggesting that this could be a
general result. Computer simulations59,258and simple statisti-
cal mechanical arguments259 suggest that the major contribu-
tion to the solvation energy comes from the first solvent-
solute coordination shell. Thus, the simple arithmetic rule
indicates that DEPNA and theET(30) indicator molecules
have a mixed solvation environment. Molecular dynamics
simulations, which will be discussed later, reproduce some
of these data and give additional insight into why the two
liquids contribute almost equally to the observed shift.260,261

Girault and co-workers measured the resonant SHG
spectrum of a doubly charged eosin B at the air/water
interface and found that the maximum of the resonance is
observed at 533 nm.262 This is compared with the UV-vis
spectrum in bulk water, which has a maximum at 520 nm.
Since the spectrum in the gas phase is not available, the
arithmetic rule cannot be checked here. However, the
spectrum in bulk 1,2-dichloroethane has a maximum at 555
nm, which suggests that the air/water interface is more polar
than bulk 1,2-dichloroethane, in contrast with the results of
Wang et al.257 Clearly, despite the loss of stabilization at
the air/water interface compared with the bulk and despite

I(2ω) ) (32π3ω2/c3) sec2 θ |ê(2ω)‚ø5(2):ê(ω)ê(ω)|2I2(ω)
(3.1)

øR
(2) ) Ns∑

V,e

〈g|r |V〉〈V|r |e〉〈e|r |g〉

(ω - ωgV + iΓgV)(2ω - ωeg - iΓeg)
(3.2)

Figure 3. A schematic representation of the measured polarity of
several bulk liquids and liquid/liquid interfaces using DEPNA (N,N′-
diethyl-p-nitroaniline) as the solvatochromic probe. The solid arrows
represent the transition energy in the bulk liquids and the dashed
arrows at the interfaces. Adapted from ref 257.

π* )
ωmax(cm-1) - 27 520

-3182
(3.3)
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the fact that this molecule is not surface-active, the strong
field due to the two charges enables the molecule to form
enough hydrogen bonds to form a local hydration shell that
is more favorable than that in the bulk of a non-hydrogen-
bonding liquid. Another way to state this is that while the
DEPNA polarity indicator suggests that the air/water interface
is less polar than bulk 1,2-dichloroethane, the eosin B result
suggests that the air/water interface has a higher hydrogen
bond ability index (the Kamlet-Taft R parameter72) than bulk
1,2-dichloroethane.

Another example of the observation that properties of the
interface depend on more than simply the properties of the
two bulk phases has been provided recently by Steel and
Walker263 who used two different solvatochromic probe
molecules,para-nitrophenol (PNP) and 2,6-dimethyl-para-
nitrophenol (dmPNP), to study the polarity of the water-
cyclohexane interface. Despite the fact that dmPNP is much
less polar than PNP, these two probe molecules give spectral
shifts as a function of bulk solvent polarity that are very
similar, and thus polarity values obtained by one probe are
highly correlated with the values obtained by the second
probe. This is because both solutes are mainly sensitive to
the nonspecific solvent dipolar interactions. And yet, when
these two dye molecules are adsorbed at the interface, they
experience quite different polarities (Figure 4): The more
polar solute (PNP) has a maximum SHG peak at 315 nm,
very close to that of bulk water, and thus it reports a high
polarity environment. In contrast, the less polar solute
(dmPNP) reports a much lower interface polarity; it has a
maximum SHG peak at 293 nm, very close to that of bulk
cyclohexane. While these results intuitively make sense, this
is the first “clean” and direct demonstration that small
changes in solute structure can have a major effect on the
local solvation environment at a liquid/liquid interface.

An interesting example for similar effects at the air/water
interface was presented by Tamburello-Luca et al., who
measured the resonant-enhanced SHG of PNP, phenol, and
para-propylphenol at the air/water interface.264 Of these, only
PNP and phenol had a significant solvatochromic shift. For

PNP, the maximum of the SH resonance (310 nm) lies much
closer to that in bulk water (322 nm) than to that in bulk
hexane (284 nm), indicating that it is nearly fully hydrated.
For phenol, the peak spectrum at the air-water interface (267
nm) is much closer to that in bulk hexane (270 nm) than to
that in bulk water (258 nm), indicating that it is sampling a
highly nonpolar environment (consistent with molecular
dynamics simulations265). Thus, these two different probes
reported very different polarity of the air/water interface.

As was mentioned at the end of section 2.1, attributing
the change in the solvatochromism upon transfer of an
indicator molecule from the bulk to the interface to a different
polarity of the interface assumes that the electronic structure
of the molecule is unchanged upon the change in the
environment. Nagatani et al. have recently presented an
interesting example for the breakdown of this assumption.266

They have measured the SHG spectra of the free base and
the zinc(II) complex of cationicmeso-tetrakis(N-methyl-4-
pyridyl)porphyrins, H2TMPyP4+ and ZnTMPyP4+, at the
water/1,2-dichloroethane interface and compared them to the
UV-vis spectra of these two species in the bulk of the two
liquids. Although the molecular hyperpolarizability of the
symmetrically substituted porphyrins is very small,267 the
adsorbed species give rise to intense SH signals, suggesting
that the electronic structure of molecules adsorbed at the
interface is modified from the bulk structure. In addition,
while the surface SH spectrum of H2TMPyP4+ is similar in
shape to the electronic absorption spectrum in bulk water,
with a peak location between the peak location in the two
bulk phases, the surface SH spectrum of the zinc(II) complex
system shows two peaks, one with a maximum intensity at
436 nm coinciding with the bulk aqueous species and a
second at 452 nm that is attributed to aggregation of
ZnTMPyP monomers adsorbed at the interface.

Resonant SHG spectra have been used previously by others
to study association and aggregation at the liquid/vapor
interface. Levinger and co-workers found that the resonant
SHG spectrum of the laser dye IR125 at the air/water
interface is markedly different from the bulk solution
spectrum.268 They attributed this to aggregation driven by
surface orientation that is different in nature than the one
observed in the bulk at higher concentration or due to added
salt. Teramae and co-workers studied the association of
rhodamine dyes adsorbed at the heptane/water and hydro-
phobized silica/water interfaces.269 The SHG spectra were
used to distinguish between different structural arrangements
at the two interfaces and as a function of coverage by
including polarization measurements. Using resonant SHG
spectra, Owrutsky and co-workers demonstrated that several
oxazine dye molecules (oxazine 720, cresyl violet, and Nile
blue), which are known to form dimers in aqueous solutions,
are adsorbed at the interface almost exclusively as dimers.270

An increase in the bulk solution ionic strength increases the
dimer concentration at the surface to a greater extent than
that for the bulk solution. While no polarity estimates were
given, this result is clearly consistent with the less polar
nature of the air/water interface relative to bulk water.

Because the SHG signal is obtained from the entire
noncentrosymmetric region, the above experiments are not
able to give information about the spatial dependence of the
signal across the interface. Continuum electrostatic models
and simulations, to be discussed below, show, however, that
due to finite interface width the spectra should depend on
the location of the probe molecule along the interface normal.

Figure 4. Second harmonic spectra of dmPNP (0) and PNP (O)
at the water/cyclohexane interface. The solid lines through the data
points are fits to eqs 3.1 and 3.2 (including a nonresonant term),
which lead to band positions of 293 and 315 nm, respectively
(represented by the vertical solid lines). Dashed vertical lines
represent the excitation maxima of dmPNP in bulk cyclohexane
(296 nm) and bulk water (334 nm). Dotted vertical lines represent
the excitation maxima of PNP in bulk cyclohexane (288 nm) and
bulk water (318 nm). Reproduced from ref 263.
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To study this experimentally, Steel and Walker have designed
a series of solvatochromic probes they call “molecular
rulers”.271 Each of these surfactant molecules consists of an
anionic sulfate group attached to a hydrophobic solvato-
chromic probe molecule by a variable length alkyl spacer.
The probe molecule is based onpara-nitroanisole (PNA),
whose bulk solution excitation maximum monotonically
shifts with solvent polarity from 293 nm in cyclohexane to
316 nm in water.74 Since PNA is 20 times more soluble in
cyclohexane than in water, while the sulfate headgroup is
restricted to the aqueous phase, the surfactant molecules will
adsorb at the interface with the anionic end in the aqueous
phase and the probe molecule at variable positions relative
to the interface, depending on the length of the alkyl spacer.
The SHG spectra of these surfactants were measured at
different water/organic liquid interfaces.272-274 The maximum
of the absorption band as a function of the length of the
alkyl spacer at several water/liquid interfaces is shown in
Figure 5.

The top panel shows the results for water/alkane inter-
faces,272 273 where, in addition to the absorption peaks of
the “molecular rulers”, results are shown for the “bare”
chromophore (PNA) and the more polar probe PNP. When
any of these probes is in bulk water, the peak maximum is
near 320 nm, and when it is in the bulk alkanes, the peak
maximum is between 287 and 295 nm. So we take 291 nm
as an average value for bulk alkanes. The average polarity
of bulk water and bulk alkanes will then correspond toλhmax

≈ 305 nm. Walker and co-workers found that in general, as
the probe varies from PNA to PNP to Cn, n ) 2, 4, 6, or 8,
the polarity “reported” by the probe varies from the “average”
polarity λhmax to that of bulk alkane. This provides direct
evidence that the interface is sharp; the width is no greater
than the size of a C6 “ruler”, about 1 nm. Interesting

variations among the four different liquids suggest a cor-
relation between the width of the interface and the molecular
shape and packing at the interface.273 The SHG spectral width
was also found to correlate with the interface width.

The bottom panel of Figure 5 shows very different
behavior at the interface between water and a number of
long-chain alcohols.272,274 The polarity of these strongly
associating interfaces, as “reported” by the short “rulers”,
was close to that of bulk alkanes, approaching the bulk
alcohols limit when the longest ruler was used. The existence
of a very low polarity region at the interface suggests close
packing of the alcohol molecules such that their alkane
groups give rise to a low polarity region, which is consistent
with X-ray scattering experiments.275Calculations of the local
electric field across the interface via molecular dynamics
simulations also confirm the existence of a local low polarity
region at the interface.276 These simulations suggest that only
those octanol molecules that are hydrogen bonded to water
molecules are aligned perpendicular to the interface. As in
the case of the water/alkane interface, the interface width is
about 1 nm and is dependent on the molecular shape; it is
narrower for the branched alchohols.

Recently, these studies have been extended by Walker and
co-workers to include surfactants with cationic headgroups,
as well as the effect of electrolytes dissolved in the aqueous
phase.277,278 These experiments underscore the effect of
surface charges on the electronic structure of the adsorbed
chromophore and on the properties of the adjacent medium.

The experiments described in this section demonstrate that
resonant SHG is a powerful and sensitive technique to study
the structure of the neat interface by a solute probe. However,
one needs to consider three effects that may influence the
interpretation of the results: (1) the solute may perturb the
interface, (2) the solute electronic structure may be different
than that in the bulk, and (3) different solute molecules may
be sensitive to different surface characteristics or sample
different regions of the interface. Clearly, this area is still
developing and considerable work remains to be done, both
with the development of the technique and with the
interpretations.

3.1.2. Interface Polarity of Micelles and Reversed Micelles

In addition to their intrinsic interest279,280(stabilization of
chemical species, microenvironment for reaction micelle, and
more), reverse micelles and microemulsions offer a conve-
nient way to study the interface between water and an organic
(liquid or solidlike) phase. This is because they can be studied
with bulk solution techniques, which utilize the large
effective surface area of these nanoscale structures.

Many studies have used fluorescent molecules as a probe
of the local polarity of the interface. Saroja and Samanta
have used the spectral shift of 4-aminophthalimide to
determine the effective polarity of the interface between
water and micelles formed from cationic (SDS), anionic
(CTAB), and neutral (Triton-X) surfactants.281 In bulk liquids,
this probe molecule exhibits a shift of the peak emission
spectra of more than 100 nm on changing the solvent from
water to 1,4-dioxane. When the probe is adsorbed at the
interface, a polarity intermediate to that of water and
methanol was found irrespective of the charge of the
headgroup. This is in contrast with polarity measurements
using pyrenecarboxaldehyde as a probe of the same micelles,
which show strong dependence of the polarity on the nature
of the micelle headgroup.282,283This is apparently due to the

Figure 5. Fitted interfacial SHG maxima for different chro-
mophores adsorbed at different liquid/liquid interfaces. The top
panel shows the results for the interface between water and four
different alkanes (reproduced from ref 273). The bottom panel
depicts the average peak spectra at the interface between water and
the linear alchohols 1-octanol and 1-decanol (O) and the branched
alcohols 3-octanol and 2,6-dimethyl-4-heptanol (reproduced from
ref 274). The arrows denote the absorption maxima in different
bulk liquids, as indicated.
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nonpolar nature of the probe molecule, which penetrates
deeper into the hydrophobic core and gives rise to lower
polarity.281 This underscores the point that one must take
into account the fact that the micelle-water interface may
have different absorption sites, so the establishment of a
polarity scale for micelles is more problematic than that for
a planar liquid/liquid interface.

A study of the interface polarity of AOT (aerosol OT, bis-
(2-ethylhexyl)sodium sulfosuccinate) reversed micelles was
reported by Laia and Costa,284 using the solvatochromism
of two squaraine dyes. By comparing the observed shift (for
emission and absorption) with the shifts in pure water,
dioxane, and dioxane-water mixtures, they were able to find
good empirical correlations with theπ* polarity scale and
the solvent proticity scale (a measure of the solvent acidity
character). However, as in the above case, some deviations
are observed at low water contents of the reverse micelles,
due to the probe distribution at two different interfacial sites.

The complex environment at the micelle-water interface
suggests that it is more appropriate to use a multiparameter
approach to the description of the solvent polarity. This was
done by Vitah et al.285,286for the dodecyltrimethylammonium
bromide (DTAB) and sodium dodecyl sulfate (SDS) micelles.
DTAB micelles were found to be quite polar (π* ) 1.02),
to have relatively strong hydrogen-bond donating ability (R
) 0.700), and to have moderate hydrogen bond accepting
ability (â ) 0.486), which is very similar to SDS micelles
(π* ) 1.06, R ) 0.87, â ) 0.40). A comparison with
solvatochromic parameters of some pure solvents such as
DMSO (π* ) 1.00), 2-propanol (R ) 0.69), and ethylben-
zoate (â ) 0.43) suggests that the micellar environments
observed by the various indicators are quite dipolar with very
strong hydrogen bond donors and moderately strong hydro-
gen bond acceptors. Both the high polarity and the strong
hydrogen bond acidity support previous work, which indi-
cates that water is present in the indicators’ micellar
microenvironments.

An important class of reverse micelles, which has interest-
ing practical applications and is also of fundamental interest
is made from a nonaqueous polar solvent (and a nonpolar
solvent). Levinger and co-workers287 have used the absorp-
tion spectra of coumarin 343 dye to characterize AOT reverse
micelles in isooctane and decane with several different polar
solvents (formamide, ethylene glycol, acetonitrile, methanal,
N,N-dimethylformamide, and 1,2-propanediol) as well as
water. As the water content increases, the absorption
spectrum shifts to the red and smoothly approaches that of
bulk water. An interesting finding is that the character of
these reverse micelles depends partially upon the solubility
of the polar solvent in the hydrocarbon phase.

3.2. Continuum Models
Continuum models of electronic absorption spectra in bulk

liquids have been used to derive expressions for the peak
positions and width of the spectra in terms of the solvent
dielectric properties and the solute properties.12,28,66-68 The
solute can be represented as a charge distribution (point
charges or dipoles, etc.) inside a cavity or using a quantum
description at varying levels of theory. Although continuum
models of liquid interfaces have been used extensively to
compute ionic solvation, adsorption free energy,59,288-290

ionization energies,291 and reorganization free energy,292-296

there has been only one attempt to develop a simple
continuum model of electronic absorption line shape at liquid

interfaces.297 We briefly describe the results of this study
and some of its applications.

The calculations of the peak and line width of the
absorption spectrum are based on linear response theory. The
peak absorption spectrum shift relative to a vacuum is given
by12,297

whereεo andεs are the optical and static dielectric constants
of the medium, respectively, andEν

m (m ) o or s) is the
electric field induced in this medium by the charge distribu-
tion of theνth electronic state. The calculation of the volume
integrals in eq 3.4 is straightforward in a homogeneous
medium and was carried out analytically for several different
charge distributions.12 To carry out these calculations at the
interface, the chromophore is modeled as a finite-size dipole
by a pair of nonoverlapping spherical cavities of radiia and
b, in which two equal and opposite point charges are
embedded:(Qgr in the ground electronic state and(Qex in
the excited state. The interface is modeled as a plane
perpendicular to theZ-axis and located atZ ) 0 separating
two bulk homogeneous media.εI

m is the dielectric constant
for medium I (which occupies the Z< 0 region), andεII

m is
the dielectric constant for medium II. The two cavities may
be at any orientation and location relative to the interface,
including situations where one or both cavities intersect the
Z ) 0 plane (Figure 6). The electric fields in eq 3.4 are
determined from the potentialφ(r ) generated by the charge
distribution in each electronic state, usingE ) -3φ. The
potential due to a particular charge distribution can be written
as a sum of the contributions from all point charges and from
their images at the interface.297,298

The line shapeIabs(ω,Z,θ) at each positionZ of the center
of charge of the solute relative to the interface and at each
angleθ between the solute and the interface normal is given
by a Gaussian (eq 2.2), whose peak position (eq 3.4) depends
on Z and θ and whose width can be determined from the
relation (assuming linear response)12,297

Figure 6. A schematic representation of the continuum electrostatic
model for calculating the electronic absorption spectra at the liquid/
liquid interface. The chromophore is represented by two spherical
cavities of radiia andb at a distanceR from each other and at a
distanceZ and orientationθ with respect to the interface. Equal
size and opposite sign point charges are in the center of the two
cavities. The electronic transition involves a change in the
magnitude of the charge.
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One may then calculate an orientationally averaged line shape
by a proper Boltzmann weighting ofIabs(ω,Z,θ). For ad-
ditional details of the calculations and for an approximate
analytical formula, see ref 297.

The above theory has been used to calculate the peak
position of DEPNA at the air/water and water/1,2-dichlo-
roethane (DCE) interface. The size of the two spherical
cavities that reproduce the peak position of the experimental
absorption line shape of DEPNA in bulk water is first
calculated and found to bea ) b ) 2.64 Å at a distance of
6 Å apart. This structure is then kept fixed in all the spectra
calculations at the interface. The values of the ground- and
excited-state dipole moments of DEPNA are taken from a
fit of molecular dynamics simulations to the experimental
spectra in bulk water. The charges in the ground and excited
states are then found to beQgr ) 0.35e and Qex ) 0.70e,
respectively. For the calculations at the water liquid/vapor
interface, the dielectric constants of the two media used are
εliq

o ) 1.78, εliq
s ) 78, εvap

o ) εvap
s ) 1, and for the

calculations at the water/DCE interface they areεDCE
o ) 2.5

andεDCE
s ) 10. The temperature isT ) 298 K.

The calculations ofIabs(ω,Z,θ) at the air/water interface
show that bulk behavior is already established 6 Å below
the surface and that near the interface there is a strong
orientation dependence. The solute “prefers” to be parallel
to the interface when it is on the water side and perpendicular
to the interface when it is on the vapor side, so these
orientations will contribute more to the orientationally
averaged line shape. This spectrum is shown in Figure 7 at
Z ) -8, -2, 0, 2, 4, and 8 Å. The spectrum in the bulk
peaks at the value ofωmax ) 428.4 nm. This is the
experimental value that the radius of the cavity is selected
to reproduce. However, the half-width at half-height of the
line shape is only∆ω ) 18 nm, compared with the experi-
mental value of about∆ω ) 30 nm. This discrepancy is not
surprising, since some broadening mechanisms (vibronic,
lifetime) are left out from the treatment and higher order
corrections are neglected in the expansion that leads to the
Gaussian expression. As the solute approaches the interface,
the peak spectrum shifts slowly to the blue, in agreement
with experiments. Very close to the interface, the peak
position is very sensitive to the location of the solute, which
is a direct consequence of the discontinuous jump in the
dielectric properties of the model. Because of this sensitivity,
it is somewhat difficult to compare the result with the
experimental value ofωmax ) 377 nm.251 This value is
reproduced if one takes the position of the chromophore to

be Z ) 1.5 Å, which is slightly into the vapor phase,
consistent with the hydrophobic nature of the solute. Thus,
the continuum model gives qualitatively reasonable results
for the frequency shift of the electronic absorption spectrum.

In contrast, when the continuum model is applied to the
water/DCE interface using the same solute parameter as
above, the blue shift relative to bulk water is underestimated.
This is because the stabilization of DEPNA in DCE is
overestimated as a result of a too small cavity size. The cavity
size is selected to match the spectrum in bulk water, and the
different solvation structure of DEPNA in DCE must result
in a larger cavity, as is confirmed in molecular dynamics
simulations.261 Indeed, in typical applications of continuum
models to the calculation of electronic spectra, the cavity
size is taken to be solvent-dependent. While it is possible to
improve the results of the continuum model by selecting a
larger cavity in DCE, to make the model consistent the cavity
size must itself be a function ofZ.

While the continuum electrostatic model discussed above
provides a convenient qualitative approach for estimating
interfacial effects on spectral line shapes and demonstrates
the dependence of the spectra on interface location, it also
underscores the problems inherent in continuum models of
the interface. The model could be improved by introducing
Z-dependent cavity size, more complicated cavity shapes,
and surface roughness.

3.3. Computer Simulations
The methodology to compute the absorption spectrum

within the Franck-Condon approximation was discussed in
section 2.1. It has been used by many researchers to calculate
absorption spectra in bulk liquids, and exactly the same
procedure can be used at liquid interfaces. However, to date
only a few calculations have been published.

Michael and Benjamin carried out a detailed study of
DEPNA at the water/air and the water/DCE interfaces.261 In
addition to calculating several structural and dynamical
properties of the system, the electronic absorption line shapes
at the two interfaces were calculated. The potential energy
functions used were typical for these types of simulations:

where Vliq is the potential energy function for the liquid
molecules (a flexible SPC model299,300for water in the case
of the liquid/vapor system and, in addition, a four-site
model140 for DCE in the case of the liquid/liquid interface),
VLJ is the total nonelectrostatic interaction between the
solute’s atoms and the liquid’s atoms (assumed to be the
same in the ground and excited states),Vel

g andVel
e are the

electrostatic interactions between the fixed point charges on
the solute and the solvent atoms in the ground and excited
states, respectively, and∆Egasis the fixed energy difference
between the excited and ground electronic states of the solute
in the gas phase. The atomic charges on DEPNA (N,N′-
diethyl-p-nitroaniline) were selected with the aid of ab initio
calculations, which were then adjusted to reproduce the
ground-state dipole moment of DEPNA. The excited-state
dipole moment was selected to fit the peak location of the
bulk spectrum (µex ) 17 D). This value was subsequently
used without modification in the calculation of the electronic

Figure 7. The orientationally averaged electronic absorption line
shape of DEPNA at different locations at the water liquid/vapor
interface, calculated using the continuum electrostatic model. The
spectra are normalized at each position, and the frequency scale is
linear in energy. Adapted from ref 297.

Vgr ) Vliq + VLJ + Vel
g + Upol

g

Vex ) Vliq + VLJ + Vel
e + Upol

e + ∆Egas (3.6)
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spectra at the water liquid/vapor interface, in bulk DCE, and
at the water/DCE interface.

Some of the calculations were done with polarizable
potentials. In this case, the potential energy functions in-
cluded the additional termsUpol

ν , ν ) g or e, which de-
scribe the electrostatic interactions between the induced
dipoles on the atoms and other induced dipoles and fixed
point charges for the solute in the electronic stateν. They
are given by

where µk
ν and Ek

ν are, respectively, the induced electric
dipole and the electric field vector at atomic sitek when the
solute is in theν electronic state. The induced dipoles are
calculated by iteratively solving at every step of the molec-
ular dynamics simulation the equation

whereRk
ν is the atomic polarizability of atomic sitek andT

is the dipole-dipole tensor:301,302

If the polarizable contributions are included, the fixed charges
on the nonpolarizable liquid atoms are reduced to new values
selected to give a reasonable description of the dielectric
properties of the liquids. For example,303 the charges of the
nonpolarizable SPC model (0.41 au for the hydrogen and
-0.82 au for the oxygen) were reduced to 0.365 au and
-0.73 au, respectively, which reproduces the water gas-phase
electric dipole moment of 1.86 D. Atomic polarizabilities
were assigned,RH ) 0.170 Å3 andRO ) 0.528 Å3, which
give rise to induced dipoles, which, together with the
permanent dipole, approximately reproduce the total dipole
moment of the nonpolarizable SPC model (2.3 D). The
original paper should be consulted for the values of all these
parameters for DCE.

The electronic absorption spectrum was calculated at the
water liquid/vapor interface using a 1 nssimulation of a
system that includes 1016 water molecules and one DEPNA.
Figure 8 shows the results. Each spectral line is well
described by a Gaussian curve (which, incidentally, dem-
onstrates the quality of the second-order cumulant expansion
discussed earlier). The excited-state dipole moment of
DEPNA was chosen so that the peak position of its spectrum
in bulk water agrees with the experimental value (429 nm).
The half-width at half-height of the bulk spectrum was 34
nm, in good agreement with the experimental value of 37
nm,251 suggesting that the pure inhomogeneous broadening
assumption, inherent to the molecular dynamics calculations,
is quite acceptable. Considering the experimental uncertain-
ties and the very crude model used for the excited-state
charge distribution in DEPNA, the calculated peak position
of the spectrum at the water liquid/vapor interface was 382
nm, in reasonable agreement with the experimental value of
373( 4 nm.251 The calculations at the water/DCE interface
were done using a 1 nssimulation of a system that includes

500 water molecules and 216 DCE molecules using the solute
parameters from the liquid/vapor system without modifica-
tions. In this case, the agreement with experiment was quite
poor. However, using a polarizable DCE potential signifi-
cantly improved the results.

The reasonable agreement with experiments enables one
to use the molecular dynamics results to gain insight into
the reason for the peak of the interfacial spectrum to be near
the average of the two bulk phases. One finds that although
the water makes a larger contribution to the spectral shift
due to its stronger interaction with the solute, it contributes
50% relative to the spectral shift in bulk water, mainly as a
result of a depletion in the first hydration shell at the
interface. A significant contribution to the polarity of the
water/DCE interface was found to be due to the surface
roughness, which enables the solute to interact with more
water molecules relative to a situation where the surface is
forced to remain flat.

Another conclusion of the above study has been that the
main effect of introducing polarizable potentials is to increase
the red shift (relative to the nonpolarizable model) by having
much larger induced dipoles on the DCE molecules that are
in the vicinity of the solute in its excited electronic state
(which has larger charges).

In recent years, the importance of including many-body
polarizable potentials in classical molecular dynamics simu-
lations has received much attention.37,71,148,302,304-315 The role
of solvent and solute many-body polarizabilities in affecting
the electronic absorption line shapes at the water liquid/vapor
interface was examined by Benjamin316 for a model dipolar
solute using molecular dynamics computer simulations. The
calculations included systematic variation of the solute
excited-state dipole and polarizability and an examination
of both polarizable and nonpolarizable water models. It was
found that solvent polarizability has a more substantial effect
on the peak absorption spectrum than solute polarizability.

Figure 8. The electronic absorption line shape of DEPNA,
calculated using molecular dynamics simulations at the water liquid/
vapor interface (top panel) and at the nonpolarizable (middle panel)
and polarizable (bottom panel) water/1,2-dichloroethane interface.
Adapted from ref 261.
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This effect was more pronounced as the excited-state dipole
was increased and more in the bulk than at the interface.

A systematic study of the effect of the liquid/liquid
interface locations, roughness, and polarity on electronic
absorption line shape was reported by Michael and Ben-
jamin.260 A chromophore modeled as a dipolar solute with
charges and Lennard-Jones parameters designed to ap-
proximately mimic DEPNA was inserted at two different
locations at the interface between water and four different
organic liquids representing various polarities and molecular
shapes: 1-octanol, 1,2-DCE,n-nonane, and carbon tetra-
chloride. Some of the results are depicted in Figure 9. These
spectra underscore the point that the effective polarity that
the probe experiences depends not only on the polarity of
the bulk liquids but also on the location and molecular shape
of the organic liquid. Thus, for example, the water/CCl4

interface is more polar than the water/nonane interface
despite the fact that in these model calculations these two
liquids are both purely nonpolar. This is due to the limited
ability of water molecules to interact with the probe if it is
buried in nonane, a long-chain alkane. In another demonstra-
tion of the importance of surface roughness, the calculations
were repeated for water/1,2-DCE and water/CCl4 interfaces
while the interfaces were externally constrained to be smooth.
Since the water/CCl4 interface is already quite sharp, the
spectrum is not affected, but in the case of DCE, the external
flattening of the interface restricts the ability of water
molecules to interact with the chromophore, which reduces
the red shift. In both cases, the narrower spectral lines reflect
the surface-reduced dynamics roughness. Some experimental
support for the correlation between surface roughness and
spectral width was reported by Walker and co-workers.272-274

The above model was also used to test the continuum model
discussed earlier. It was found that this model gives
qualitatively reasonable results as far as the effect of interface
polarity but is unable to reproduce the effect due to the probe
location.

One difficulty in interpreting experiments carried out at
liquid/liquid interfaces is the fact that the solute location is
not known with precision and density fluctuations create
additional uncertainty as to the local molecular environment.
While this aspect of the liquid/liquid interface is an interest-
ing feature that is currently under extensive study, it would
be interesting to compare the electronic spectroscopy in this
system to an interface where the structure is similar in the
nature of the intermolecular interactions but structurally well-
defined. One way to achieve this is to construct mimics of
different water/organic liquid interfaces by chemically
modifying the headgroups of hydrocarbon self-assembled
monolayers (SAM). This enables one to study the direct
relationship between a well-defined intrinsic structure and
the dynamics and spectroscopy of adsorbed species. By
varying the relative length of a mixture of hydrocarbon
chains, one can also create a static roughness, which will
enable its contribution to be distinguish from that due to the
dynamic roughness at a normal liquid/liquid interface.
Because the synthesis and characterization of SAM have seen
explosive growth in recent years, the hope is that this will
also stimulate new experiments along the lines of what is
outlined below.

Benjamin and co-workers have used molecular dynamics
computer simulations to study the structure, spectroscopy,
and dynamics at the interface between water and simple
hydrocarbon SAM with varying roughness as models for
water/alkane liquid interfaces317,318and chlorinated SAM with
varying degrees of chlorination and roughness as models for
water/weakly polar liquid interfaces.319 The structure of the
simple hydrocarbon SAM, as well as its wetting behavior
by water, was found to be in good agreement with experi-
ments.317 The electronic spectra of a chromophore attached
to the interface between the SAMs and water have been
examined by molecular dynamics computer simulations.318

The electronic spectrum of the chromophore at the interface
between the all-methyl-terminated SAM and water was found
to be very similar to the spectrum calculated when the same
chromophore is located at the water/nonane interface260 with
variations that are consistent with the structure of the
interface and, in particular, the degree of exposure of the
chromophore to interfacial water molecules. This also seems
to correlate with the SHG measurements carried out by
Walker and co-workers at the interface between water and
hydrocarbon liquids.273 The computed electronic absorption
spectrum of an adsorbed chromophore at the chlorinated
SAM/water interface shows319 that the effective polarity of
the interface is greater than that of bulk water, in contrast to
the situation at several liquid/liquid interfaces but in agree-
ment with recent experiments at the liquid/solid inter-
face.320,321This higher effective polarity is shown to be due
to a contribution from the polar groups at the surface that is
larger than the loss due to the decreased interaction with
water.

4. Solvation Dynamics at Liquid Interfaces

4.1. Experimental Data
In section 2.2, we discussed how time-resolved fluores-

cence spectroscopy can be used to study solvation dynamics
in bulk liquids. Because the fluorescence signal from the
bulk is typically much larger than that from the interface,
this technique can be used to study solvation dynamics at
liquid interfaces only if most of the probe molecules reside

Figure 9. Electronic absorption spectra for a model electronic
transition (dipole jump) at the interface between water and several
organic liquids, calculated using molecular dynamics simulations.
The top panel shows the results when the diatomic chromophore
is located in the organic phase 5 Å from the Gibbs surface, and the
arrows show the peak positions in the bulk organic liquids. In the
bottom panel, the chromophore is located at the Gibbs surface. In
each panel, the dotted, dashed-dotted, dashed, and solid lines are
for DCE, octanol, CCl4, and nonane, respectively. The spectral shift
is relative to the gas phase. Adapted from ref 260 with permission.
Copyright 1997 American Institute of Physics.
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at the interface. This is the case when the probe is strongly
adsorbed at the interface (negligible solubility in the bulk
of both phases) or when it is adsorbed at the micelle-liquid
interface. Another possibility is to collect the fluorescence
signal in total reflection geometry (this depends on the
incident angle and the relative index of refraction of the two
bulk media). This method has been used to measure solvation
dynamics, but because the evanescent wave penetrates a few
hundred angstroms beyond the surface, the surface selectivity
is not clear. A promising method that is surface-selective is
based on time-resolved resonance second harmonic genera-
tion. Below we summarize these approaches and the data
obtained through them.

4.1.1. Time-Resolved Second Harmonic Generation
Studies of Solvation Dynamics

Time-resolved SHG has been used by several workers to
study a number of dynamical phenomena at interfaces.110,111,252

The application to solvation dynamics was first reported by
Eisenthal and co-workers.53,55,322,323The method involves
three optical pulses: An optical pump pulse excites (some
of) the molecules to an electronic excited state. A time-
delayed probe pulse with a frequencyω generates a second
harmonic pulse with frequency 2ω only from the interfacial
molecules. As the solvent molecule reorganizes around the
excited molecules, the energy difference between the ground
and excited state varies. The quantityωeg in eq 3.2 becomes
time-dependent for the excited molecules, and thus the
resonant SH signal changes with the delay time. This change
can be attributed to solvation dynamics if solute reorientation
and ground-state recovery is much slower.53,322 Since this
experiment is done at a constant probe frequency, calculation
of the correlation function,Sω(t) (eq 2.4), requires repeating
this measurement at many different frequencies. A simpler
approach used by Eisenthal and co-workers is based on a
linear wavelength procedure.324 A single probe frequency is
selected such that the resonant time-dependent second-order
susceptibility,|øR

(2)|2, is proportional toSω(t).53,322The spec-
tra at different times are related to the equilibrium spectra
of a set of solvents, based on a polarity scale and the linear
wavelength relationship.85

With the above method, the solvation dynamics of
coumarin 314 (C314) adsorbed at the air/water interface was
measured322 and found to be very close to that in bulk water
(0.8 ps). Since most of the hydration energy comes from
the first coordination shell, this suggests that the hydration
structure and dynamics of water molecules around the
adsorbed solute in the excited state (which has a large dipole
of 12 D) are similar to those in bulk water. This is consistent
with molecular dynamics simulations to be discussed below.

Subsequent experiments with polarized pump pulses in the
direction parallel and perpendicular to the interface showed
that the solvation dynamics depend on the solute orientation.
The solvation dynamics are faster around the solute when it
is parallel to the interface.53 This can be the result of several
effects. Since the spectrum for the two orientations may be
shifted (as demonstrated with the continuum model in section
3.2), monitoring the dynamics at one fixed wavelength could
produce different decay constants.53 It is also possible that
the dynamics of water molecules are different for the two
orientations, and molecular dynamics simulations could be
helpful in this regard.

The effect of the external field on solvation dynamics at
interfaces has been investigated by Benderskii et al. (Eisenthal

group) utilizing C314 adsorbed at the air/water interface in
the presence of neutral, anionic, and cationic surfac-
tants.55,323,325,326Some of the data are summarized in Figure
10. The solvation dynamics measured using TRSHG were
fitted to a double exponential,Sω(t) ≈ c1 e-t/τ1 + (1 - c1)
e-t/τ2, and the corresponding time constants and the amplitude
of the fast component are shown in Figure 10 for the anionic
(SDS) and cationic (CTAB) surfactants as a function of
coverage and compared with the data in bulk water and the
air/water interface with no surfactants. As the cationic
surfactant surface density increases from 500 Å2/molecule
to 100 Å2/molecule, the fast component slows from 380 (the
value similar to that in bulk water and the air/water interface)
to 550 fs, while its contribution increases from 75% to near
100%. The slow component is also slowed as the coverage
increases, but because the amplitude becomes small, the
errors are much larger. In contrast, the amplitude of the fast
and slow components of the solvation dynamics in the
presence of an anionic surfactant is nearly constant, and the
effect on the relaxation time is not as dramatic. This suggests
that the positive charge influences the water structure and
dynamics to a greater degree. This is also reflected in the
equilibrium absorption SHG spectra, which show a red shift
and therefore increased local polarity at the positively
charged interface (λmax ) 436 nm) compared with the
surfactant-free air/water interface (λmax ) 423 nm), though
they are less polar than bulk water (λmax ) 448 nm) but more
polar than the negatively charged interfaces (λmax ) 431-
432 nm).

The effect of external charges on water molecules at differ-
ent interfaces has been extensively studied.112,165,166,168,209-214

The opposite alignment of the water dipole next to positive
or negative charges has a marked effect on the hydrogen-
bonding network, and the above experiments show that there
is also a significant effect on solvation dynamics.

4.1.2. Time-Resolved Total Internal Reflection
Fluorescence

This technique has been used to study a number of
interfacial dynamical phenomena. Applications to solvation
dynamics include the following: (a) The solvation dynamics
of coumarin 460 at the 1-butanol/sapphire interface was
found to be much slower than that in bulk 1-butanol.327 This

Figure 10. Double-exponential fitted parameters for the solvation
dynamics of coumarin 314 in bulk water, at the air/water interface,
and as a function of coverage of the anionic (SDS) and cationic
(CTAB) surfactants. Data taken from Benderskii, A. V.; Eisenthal,
K. B. J. Phys. Chem. B. 2004, 108, 3376.
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was interpreted to be due to strong hydrogen bonding
between the liquid and the hydrophilic sapphire surface. (b)
Teramae and co-workers compared the solvation dynamics
of two different fluorofores at the water/heptane interface
and in a heptane/ethanol mixture.328 The relaxation time at
the interface (270 ps) was similar to the one in the bulk
mixture (200 ps), suggesting preferential hydration at the
interface.

4.1.3. Solvation Dynamics in Micelles and Reverse
Micelles

Solvation dynamics experiments in reverse micelles have
been the subject of much recent interest. The work until the
year 2000 has been reviewed by Nandi, Bhattacharyya, and
Bagchi57 and by Levinger.62 The main goal of these studies
was to characterize the dynamics of solvent molecules in
confined geometries.329 The experiments were typically done
using time-resolved fluorescence, which, as explained earlier,
does not have the sensitivity problem of planar liquid
surfaces. The main result of these studies was the observation
of a very slow relaxation component, hundreds of picoseonds,
which is not present in the bulk liquid. This has been
explained by the slow dynamics of solvent molecules bound
to the surface of the reverse micelles, especially the hydrogen
bonding of water to ionic headgroups. Most measurements
have been carried out as a function of the size of the reverse
micelles by varying the ratio of the polar liquid to the
surfactant. For example, in the study of Levinger and co-
workers on the solvation dynamics of coumarin 343 in the
lecithin/water/cyclohexane reverse micelles,330 at the smallest
reverse micelle size all the water molecules are bound to
the surface and one observes a slow 219 ps relaxation. As
the water content increases and the reverse micelle increases
in size, two other faster components appear, one of them
similar to that of bulk water (0.4-0.6 ps) and the other
representing a slow 14-17 ps relaxation also attributed to
bulk water. For other examples published by the year 2000,
one should consult the review articles listed at the top of
this paragraph.57,62

In the past few years, the work in this area has explored
in more detail the effect of size and shape of the micelles as
well as the identity of the polar and nonpolar (continuous
phase) liquids on the observed dynamics. Willard and
Levinger studied the effect of a change in the morphology
of the reverse micelle on the solvation dynamics.331 They
found that solvation dynamics of coumarin 343 in the
spherical benzene/lecithin/water reverse micelles are faster
than the dynamics in the tubular reverse micelle formed when
the nonpolar phase is cyclohexane.

The solvation dynamics of coumarin 153 in water, meth-
anol, and acetonitrile inn-heptane/AOT/water,n-heptane/
AOT/methanol, andn-heptane/AOT/acetonitrile reverse mi-
celles have been investigated by Hazra, Chakrabarty, and
Sarkar using picosecond time-resolved emission spectros-
copy.332 Very slow dynamics on the order of a few nano-
seconds were observed in all the three reverse micelles,
compared to the pure solvents. However, while the solvation
time is strongly dependent on the amount of the polar solvent
in the case of water and methanol reverse micelles, very little
dependency is observed in the case of acetonitrile reverse
micelles. Similarly, Shirota and co-workers found that while
the solvation dynamics of formamide in aerosol OT reverse
micelles depend strongly on the molar ratio between forma-
mide and aerosol OT, the solvation dynamics ofN,N-

dimethylformamide show a small dependence on the corre-
sponding ratio.333 Using ab initio calculations, they explained
this in terms of different specific interactions between the
polar solvent molecule and the polar headgroups of the
surfactants.

While the focus of the solvation dynamics (and static
spectra discussed in section 3.1) studies in reverse micelles
has been the effect due to confinement, the insight gained
about solute-solvent interactions at the interface between a
polar and nonpolar phase is directly relevant to processes
occurring at planar liquid/liquid and liquid/membrane inter-
faces. However, more directly related to the studies at planar
interfaces are experiments done on micelles where the probe
is adsorbed at the micelle/liquid interface. The dynamics of
these systems is more closely related to the dynamics at the
liquid/solid and liquid/membrane interfaces. The studies in
these systems also observed significant slow dynamics
compared with the dynamics in the bulk liquids. For example,
the solvation dynamics of DCM (4-dicyanomethylene-2-
methyl-6-p-dimethylaminostyryl-4H-pyran) have been stud-
ied in neutral (Triton X-100, TX), cationic (cetyl trimeth-
ylammonium bromide, CTAB), and anionic (sodium dodecyl
sulfate, SDS) micelles using picosecond time-resolved Stokes
shift. The time-dependent Stokes shift indicates that the water
molecules in the Stern layer of the micelles relax on a time
scale that is significantly slower than the subpicosecond
relaxation dynamics in pure water.334 In addition, the sol-
vation dynamics in TX are slower than those in CTAB, and
in all cases, they are multiexponential.335 These data sug-
gest that the slow dynamics are due to the strong interac-
tion of water molecules with the surface of the micelles and
that this interaction is (as expected) strongly dependent on
the nature of the micelle headgroups, as was previously
mentioned when we discussed the static spectra of these
systems.

4.2. Computer Simulations
The experimental investigations of solvation dynamics at

liquid interfaces described above are still clearly in the early
stages, and much more work is expected soon. In contrast,
molecular dynamics simulations have a longer history,
because the methodology for conducting these calculations
is essentially the same as that in the bulk. The goal of these
simulations has been to understand the relationship between
the structure of the interface and the static absorption spectra
to the observed dynamics and to relate it to the properties
of the neat interface.

In the absence of experimental data, the first solvation
dynamics computer simulations at liquid interfaces were done
on idealized model systems. Benjamin studied the solvation
dynamics following the instantaneous creation of an ion at
the water liquid/vapor interface.258,300The main finding was
that the response in the bulk is almost identical to that at the
interface. In both cases, there is a very rapid initial decay,
which represents inertial solvent motion22,23,33and accounts
for a slightly larger portion of the relaxation in bulk water,
followed by a nearly exponential decay. An examination of
the structure of the solvation complex300 shows that the ion
tends to keep its solvation shell intact and that this results
in a similar dynamic response, since this response is mainly
determined by the first solvation shell. This stability of the
first solvation shell as the ion approaches the interface plays
an important role in many other systems.153

Solvation dynamics at a model polar/nonpolar liquid/liquid
interface were examined by Benjamin.336 Both charge
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separation and charge recombination processes in a diatomic
probe oriented parallel or perpendicular to the interface were
considered. The relaxation was found to be significantly
slower at the interface compared to the bulk, especially for
the charge separation process when the solute is perpen-
dicular to the interface. This was found to be due to the large
structural reorganization that must occur when a large dipole
is created perpendicular to the interface. All the relaxation
processes involve a significant initial fast inertial response
that accounts for 40%-70% of the total relaxation. A detailed
comparison with linear response shows that while the
agreement between the nonequilibrium and equilibrium
correlation functions is quite reasonable in the bulk and for
the charge recombination process at the interface, a signifi-
cant deviation from linear response is observed for the charge
separation process. This is shown to be consistent with the
large structural change observed during the nonequilibrium
simulations.

The effect of solute location on solvation dynamics at the
water/octanol interface was examined by Michael and
Benjamin.337 An instantaneous charge created at the water/
octanol interface gave rise to a solvent response whose
relaxation rate varied by 2 orders of magnitude depending
on its location relative to the interface. This is reminiscent
of experimental observations at the surface of micelles, but
in the water/octanol case, the slow dynamics are related to
the slow dynamics in bulk octanol, and the sharp change in
the rate as a function of the probe location underscores the
sharpness of the liquid/liquid interface.

A systematic study of solvation dynamics at different
liquid/liquid interfaces was carried out by Michael and
Benjamin.338 The interfaces examined were between water
and 1-octanol, 1,2-dichloroethane,n-nonane, and carbon
tetrachloride, selected to give a range of polarity and interface
structure. The electronic transitions involved a change in the
permanent dipole of a dipolar solute located at the interface.
Two locations of the solute relative to the interface were
studied and compared with the same process in each of the
bulk liquids. The solvent dynamic response at the interface
was much more complex than that in the bulk. The relaxation
involved a combination of the “bulklike” dynamics of both
solvents and unique surface dynamics due to the existence
of a sharp inhomogeneous boundary. The relative contribu-
tion of these different mechanisms depended on the location
of the probe relative to the interface. As a result of these
different contributions, the total relaxation involved multiple
time scales corresponding to contributions from both solvents
and the unique structural and dynamic properties of the
interface. In particular, interfacial water relaxation may
contain a slow component not present in the bulk nor at the
water liquid/vapor interface. It was shown that this slow
component corresponds to the very slow diffusion of finger-
like water structures at the interface. Systems where these
dynamics exist also exhibit marked deviations from linear
response.

It is possible to explore the contribution of dynamic surface
roughness at the liquid/liquid interface to the solvation
dynamics by replacing the diffuse organic liquid with a SAM.
To this end, the solvation dynamics following the electronic
transition of a chromophore attached to the interface between
water and SAM (whose spectra were discussed earlier) were
examined by molecular dynamics simulations318,339and were
compared with the same chromophore undergoing the same
electronic transitions at the water/nonane and water/CCl4

interfaces.338 As expected, the very slow component found
in the case of the probe located at the water/nonane and
water/CCl4 interfaces was missing from the corresponding
interfaces between water and the methyl-terminated and
chlorine-terminated SAMs, respectively. In addition, it was
found that the solvation dynamics depend on both the
roughness of the surface and its polarity and can be correlated
with the shift in the electronic absorption spectra relative to
those in bulk water. The dynamics are faster at the smooth
surfaces and when the degree of chlorination is larger. By
resolution of the relaxation into contributions from the water
and the organic phase and by examination of these contribu-
tions as a function of the distance from the chromophore, it
was found that most of the water contribution to the
relaxation is due to water molecules in the first solvent shell.
The tail of the relaxation is dominated by the slower
dynamics of the chain molecules.

Pantano and Laria carried out molecular dynamics simula-
tions of coumarin-314 at the water/air interface.340 In addition
to calculating a number of equilibrium and dynamical
properties, they also studied the solvation dynamics following
an excitation of the probe molecules. In agreement with the
experiments of Eisenthal’s group, the overall solvation
dynamics was found to be only slightly slower at the interface
(0.79 ps) than in the bulk (0.56 ps). The dynamics were
characterized by an initial fast inertial drop that accounted
for 50% of the overall relaxation in the bulk compared with
35% at the interface, similar to what was found in the studies
reported above. Also in agreement with previous studies, the
interfacial hydration structure was very similar to the one in
the bulk, which again seems to account for the similar
dynamics. They also computed the equilibrium time-cor-
relation function (eq 2.6) and found excellent agreement with
the nonequilibrium response, thus validating the linear
response approximation in this case.

A molecular dynamics study of solvation dynamics in
reverse micelles was reported by Faeder and Ladanyi.341They
used a simple diatomic probe undergoing a charge localiza-
tion jump (-1/2, -1/2 f -1, 0) in model reverse micelles of
varying size, and they compared the results to solvation
dynamics of the probe in spherical cavities of the same size
containing only water. They found that on the 0-2 ps time
scale, the solvation response in reverse micelles becomes
faster as the micelle size increases, in agreement with the
experiments discussed above. Most of the slowing effect
occurs in the slower, diffusive portion of the solvent
response. In contrast, the short-time inertial dynamics, which
account for over 70% of the response in all of the systems
studied, appear to be independent of the system, even for
the smallest size micelle. Calculations of the equilibrium
solvation time-correlation functions demonstrate that the
linear response approximation is accurate for these systems.
An interesting point is that by decomposing the equilibrium
response into pair and single-molecule contributions, they
found that the collective contributions, which are faster than
the single-molecule contribution, increase as the micelle size
decreases. They also found that the relative magnitudes of
fast (inertial) and slow (diffusive) contributions to the solvent
response are sensitive to the location of the solute probe
relative to the interface. This observation is similar to what
was found in the simulation of solvation dynamics near self-
assembled monolayers, as discussed above.

In a more recent contribution from Faeder and Ladanyi,342

the effect of the headgroup charge on the solvation dynamics
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was examined by switching the sign of the charge undergoing
localization (thus the transition is+1/2, +1/2 f +1, 0). They
found that the solvation dynamics for the cationic chro-
mophore are much slower and more strongly dependent on
the size (or water content) of the model micelle. This
difference was attributed, in part, to the different initial
structure (location) of the probe, again in parallel to what
was found in the case of self-assembled monolayers.

5. Conclusions and Outlook
The unique properties of the liquid interface region have

a marked signature on the electronic absorption spectra and
solvation dynamics of adsorbed dye molecules. In particular,
the molecular structure of the solute-solvent complex and
how it is affected by the anisotropic surface forces, by the
different density and polarity, and by the dynamic surface
roughness seem to be the most important factors determining
the spectra and dynamics.

The experimental and theoretical studies of electronic
spectra and solvation dynamics at liquid interfaces are still
developing. While much has been learned from the work
done in the past decade, there is still a need for new
experimental data, especially on solvation dynamics, to
provide more detailed and direct information about molecular
interactions at the interface. Close collaboration between
computer simulations and experiments will continue to be
critical for future progress.
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