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spectroscopic techniquésthese tools have been utilized,
primarily in the past decade, to study liquid interfaces. The
1. Introduction and Scope purpose of this paper is to review the progress made in the
application of electronic spectroscopy to liquid interfaces.
Many important and fundamental processes in science andThis subject has been previously reviewed briéfhyp!
technology take place at liquid interfaces. Examples include However, major contributions, primarily during the last®
uptake and reactions of pollutants at the surface of wateryears, justify a more comprehensive review of this topic.

droplets and ice particles in the atmospherphase transfer We begin this paper (sections 2.1 and 2.2) with an expo-
catalysis® > ion-, electron-, and proton-transfer reactions at sition of the basic theoretical background underlying the
liguid/liquid and liquid/membrane interfacés’® and corro- phenomena of static and dynamic electronic spectroscopy

sion?1% While the study of these systems has a very long in the condensed phase. This part is a necessary background,
history, up until recently most of the experimental studies especially when the results at liquid interfaces are to be com-
involved the measurements of bulk macroscopic properties, pared with the bulk. However, given its extensive coverage
and most of the theoretical studies utilized continuum in the literature, this part will be brief, and for additional
models!! In recent years, due to progress in experimental details, the reader is directed to existing literature. This is
and theoretical methodology, it has become clear that thefollowed (in section 2.3) with a summary of the most im-
study of the molecular structure and dynamics of liquid portant knowledge gained in the past decade about the
interfaces is an important step toward understanding the rolestructure and dynamics of the neat interface, which is
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essential background for the rest of the paper. However, it Hex — Hy the energy gap at a particular nuclear configuration
will be limited to a brief summary. More details are available r (of the solute and all solvent molecules). In the dipole
in a number of reviews, which are listed there. approximation for the interaction with the electromagnetic
The rest of the paper contains a review of the applications field (weak field), if one neglects solvent dynamics (see next
to liquid/vapor and liquid/liquid interfaces. Because some section) and excited-state lifetime (assumed infinite), then
of the characteristics of liquid/liquid interfaces are similar in the Franck-Condon approximation the normalized ab-
to those in bulk micelle solutions (including reverse micelles sorption and emission static line shapes are given by the
and microemulsions) and at liquid/solid interfaces, some distribution of energy gaps in the ground and excited state,
discussion of these systems for comparison purposes ig'espectively (in units ofi = 1):
included here, but no exhaustive review was attempted,

because there are relatively recent reviews of these sys- lapdw) = Bl — U(r)]0;
tems®"®2While an attempt has been made to review all of .
the pertinent literature, the emphasis is on the theoretical lemidw) = [3[w — U(r)] L (2.1)

literature and on the microscopic insight. Since most of what ) ) . o
is known theoretically has been obtained by computer wherﬁé is the Diraco function andfl.lf = feM..dr/
simulations, the review will be heavily biased toward results (/& "' dr) represents the canonicdl & 1/(kT)) ensemble
obtained using this technique. Several reviews in this @verage when the system’'s HamiltonianHsg (o = gr or
thematic issue address some of the material covered heréX). Equation 2.1 is the basis for a classical computer
from the experimental point of view. Technical details about Simulation calculation of the line shape: One runs molec-
the computations and the potential energy surfaces will be Ular dynamics or Monte Carlo simulations with the Hamil-
kept to a minimum, and the reader will be directed toward tonianHg (0r Hex) and bins the instantaneous energy gap
the specific papers. Finally, our emphasis is on the general!© obtain the absorption (or emission) spectrum. This
effect of the inhomogeneous environment and a comparison€duation is also the starting point of several analytical (and
with the bulk, rather than on the specifics of a given combined analyticatsimulation) theories of electronic line
interfacial system. shape. . e .
By replacement of thed function with its Fourier

representationd(w — U)O= (27)"1/”,, e *i@YOdt, and

2. Background use of the second-order cumulant expansionatf(] it is
In this section, we briefly discuss some of the background straightforward to show that these line shapes are Gaussians

required to follow the main parts of this paper. No attempt whose peaks are given layps= Wl andwemis = [WLdx for
has been made to provide an exhaustive review of the topicsthe absorption and emission spectra, respectikiies
covered here, but rather we provide useful information in
preparation for the detailed and full review of the main topics | pdw) = 1 e—(w—w@r)Z/(ZOaz), 0a2 — EUZQr _ EU%Z

presented in sections 3 and 4. 2710,

N

2.1. Electronic Spectroscopy in the Condensed | _
Phase emid®) =

The line shape of an electronic absorption and emission
spectrum of a dilute solute in a solvent is typically broader

and its peak shifts compared with the spectrum in the gas . . .
phase. The shift of the spectrum reflects the different These results have been used to obtain approximate analytical

interaction energies between the ground and excited statedormulas for the solvent-induced shift of the peak absorption
of the solute with the solvent. The width reflects the (mainly) 2nd emission spectra. We mention a few examples of these
orientational distribution and the fluctuations of solvent results here for future use. —

molecules. Clearly, solvent effects on electronic spectra USINg the Onsager reaction field model, McRae com-
contain valuable information about solvent structure in the Puted the spectral shift in terms of the solvent static dielec-
vicinity of the solute and about solversolute interactions. ~ 1iC constant and the index of refraction for a solute modeled
This information is critically important for understanding @S @ point dipole inside a cavity and undergoing an excita-
solvent effects on chemical reactivity and thus has been thelion that involves a change in the dipole (size and orienta-
subject of numerous experimental and theoretical studies.tion), as well as a change in the polarizabifityThe re-

In this section, we briefly present a simple model for the Sulting (quite lengthy) expression has been modified and
static absorption and emission spectra. In the next section,2PPlied by many authors to calculate excited electronic state
we will consider the time-dependent version. solute properties®67.8For example, in the case of a point

We consider a single vibronic transition and model it by diPOl€ in a nonpolarizable liquid and a parallel transition
a two-level quantum system coupled to a classical bath. (For(.nO change in th‘? dipole moment orientation upon excita-
recent articles discussing the contribution of intramolecular tion), the expression for the shift relative to the gas phase is
solute vibration coupled to a semiclassical or quantum bath reduced to
with extensive references to other earlier treatments, see refs A (it — thy)
63 and 64.) We takely andHey as the total Hamiltonian of Ao = Hotor — Hed € — 1 (2.3)
the system when the solute is in the ground and excited R et+2
electronic states, respectively. The energy difference between
the two states is modified from the gas-phase valu&pof  whereug and uex are the electric dipole moments in the
because of the different interactions between the solvent andground and excited states, respectively, &id the radius
solute in the two electronic states. We denoteUjy] = of the cavity. This formula shows that if the excited-state
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dipole is larger than the ground-state one (the excited statehydrogen-bond donor acidityf and another parameter to

is stabilized more than the ground state), the spectrum isdescribe hydrogen-bond acceptor basiciy).’¢8%8! The
red-shifted, which is referred to as positive solvatochromism success of such an approach depends on the ability to find
(sometimes called bathochromism). A blue shift (negative indicator molecules that interact with the solvents primarily
solvatochromism or hypsochromism) arises when< ug. through the mechanism one tries to model. For a recent
Expressions for polarizable solvents, including practical review with extensive references, see ref 38.

applications, are given in ref 69. The shift can also be related

to the thermodynamic properties of the systéai Statistical 2.2. Solvation Dynamics

mechanical theories in which the solvent and the solvent
solute coupling are modeled using interaction potential
models are also very extensigf'2-6570."Particularly useful o
are those results that express the frequency shift and the widthe
in terms of the solventsolute radial distribution functiof%
(which can be obtained from simulations or approximate
statistical mechanical theories). A test of continuum models
was reported by Bader and Berflayho suggested that one
way to improve the results of continuum models (for pelar

Due to the constant thermal motion of the solute and
solvent molecules in the condensed phase environment, the
lectronic transition frequencies of the solute molecules
xploring different solvent environments are not static.
Indeed, in the time-correlation function approach mentioned
above, the electronic spectral line shape is calculated from
the fluctuations in these frequencies. While using the spectral
line shape to gain information about the solvent dynamics
polarizable solvents) is to allow for a change in the cavity IS poss_|b|e upder certain conditions and has been stqd|ed
size upon excitation extenswely, Flme—r_esolved_ approaches have the potential to

' give more direct information about the structure and dy-

Especially relevant to our discussion of liquid interfaces namics of the solventsolute complex, as well as the de-
is the empirically based approach to quantitatively expressingtajled intermolecular solvenisolute interactions. These
the differential solvation of the grOUnd and excited states of approaches have been deve|0ped and used since the ear|y
a solute by introducing the concept of a solvent polarity 1980s!7.27.33.41.448285 They are based on the preparation
scale’>”"> The basic idea is that simple solvent properties and subsequent probe of an initial solvation state that
such as dielectric constant and index of refraction are nOtiS far from equi”brium as it evolves toward a new equi_
sufficient to predict the ability of the solvent to solvate a |iprium state. At the molecular level, these dynamics
polar solute, since that ability may depend on the details of inyolve rotation and translation of solvent molecules as
the solvent-solute coupling and the solvent structure. In influenced by the interactions with the solute molecule

contrast, as the discussion above suggests, the electronigy its new electronic state. Theoretical studies are num-
spectral shift provides a convenient one-parameter charac-ergy45.18-26.30,32,3436,40,42,45,4850,52,54,56,8688 and have been

terization of the ability of the solvent to interact with the extensively reviewe& 578 Thus, we give only a brief
solute. This has led to the development of several solventhackground in preparation for the review of this topic in
polarity scales based on the spectral shift of several differentsections 3 and 4 below.
dye molecules (referred to as solvent polarity indicators).  The response of a condensed matter environment to a
The electronic transition used is typically the — z* sudden change in the solute electronic structure can be
transition in aromatic compounds. For example, one of the experimentally detected by various techniques such as time-
most useful scales, called tHer(30) scale, is based on resolved fluorescence (TRF), transient hole-burning, and
pyridinium N-phenolate betaine dye. The spectral shift of photon echo experiments. In many cases, a simple and
this solute molecule in hundreds of different solvents was efficient approach to describing the result uses a (nonequi_
measured, and a convenient scale was produced by expressiprium) time-correlation function defined as
ing the shift in kcalories per mole. Reichardt has compiled
these values for many solvents and also compared a number (t) — w(w)
of other polarity scale® S, = m

The polarity scale expresses quantitatively the notion that
as the solvent polarity increases, the solvatochromism yhere(t) is some time-dependent characteristic frequency
increases for solute molecules that are similar to the |nd|cator(typica||y taken to be the peak frequency or the average
molecule used to set up the scale. This, however, assumegrequency) associated with the line shape. For example, in
that change in thg solvent does not affect the solute equtrochRF experimentsw(0) is the peak emission frequency
structure, which is not always the ca8é’ For example, if  inmediately after the solute was excited (which is the same
the ground state polarizability is especially large, a positive a5 the equilibrium peak absorption spectra for a two-level
solvatochromism may switch to a negative one with an gystem). As the solvent responds to the new electronic state,
increase in solvent polaritf:”* An example of this at a  he emission spectrum evolves an¢k) is the peak of the
liquid/liquid interface will be presented below. “final” equilibrium emission spectrum. Equation 2.4 es-

We conclude this section with an important point that has sentially depicts the normalized transient solvatochromic
been stressed in the literate? Representing the solvation  (Stokes) shift?83(see schematic representation in Figure 1).
power of a liquid using a single parameter is reasonable if Computer simulations can easily be used to compute the
the solvent-solute interactions are nonspecific (such as above nonequilibrium correlation function. Using the simple
dipolar interactions}® This, however, is not the case if there two-state model mentioned above, we agairHgtand Hex
are specific types of interactions, such as hydrogen bonding.denote the total Hamiltonian of the system when the solute
Thus, a multiparameter approach, in which additional is in the ground and excited electronic states, respectively.
parameters describe these specific interactions, can bed-ollowing a sudden transition, the initial ground-state equi-
introduced. An example is the KamieTaft empirical librium distribution evolves under the new excited-state
approach, where in addition to the dipolar/polarizability Hamiltonian. The solvent response can be monitored by
parameterst*, one introduces a parameter to describe following the time-dependent energy gaglr (t)] = Hex —

(2.4)
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Figure 1. A schematic representation of the energetics involved
in a typical time-resolved fluorescence experiment measuring
solvation dynamics.

Hgn, through the nonequilibrium time-correlation function:

_ () — U()

) =—=t———
U(0) — U()

(2.5)

whereU_(t) is the nonequilibrium ensemble average of

U[r (t)] at timet. Note thatU(0) = [W{J, and U(e) = WL«
are the equilibrium averages in the initial and final states.
In practice, a set of initial conditions selected from the

ground-state Boltzmann distribution are propagated under

the HamiltoniarHe,, and the energy gap at each time step is_
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(a measure of the time it takes for the polarization of a
macroscopic sample of liquid to decay to zero after the
electric field has been turned off), apglande., are the static
and infinite-frequency dielectric constants of the liquid. While
this model gives the correct order of magnitude result, it is
not very accurate, and it can be improved by selecting more
sophisticated models of(w) (for example, as a sum of
Debye-like terms for different molecular motiéfs and
considering the finite size and mass of the liquid mole-
cules?992%4 Here we summarize the main findings of the
experimental and theoretical studies, which are relevant for
a comparison with the interfacial systems. For more details
about specific systems, the reader should examine the
references listed at the top of this section.

1. The nonequilibrium correlation functions are typically
not a single exponential. They include an early very fast (less
than 50 f8%) inertial component, which can account for
60%—80% of the total relaxation in water. This is followed
by a multiexponential relaxation on the hundred femtosecond
and picosecond time scal®s.

2. Molecular details of the solvent are important, and in
many cases, the relaxation time can be associated with
specific molecular motions such as hydrogen bonding
dynamics and the rotation of solvent molecules or particular
functional groupg>#2

3. Simulations show that most of the contribution to polar
solvation dynamics comes from the first solvation sPell.

recorded and used to compute the averages in eq 2.5. It isHowever, a simple decomposition to uncorrelated distance-

clear (within a Franck Condon approximation) that tr&t)

in eq 2.5 is identical to the experimental function in eq 2.4.
(For a further discussion of this relation, see ref 22). Note
that while the above description is general, many of the

dependent contributions is not possible, at least for the
models studied®

4. Solute dynamics (rotation and translation) can accelerate
solvation dynamics, depending on the relative rate of solvent

published calculations have been for a sudden change in agnd solute motion

solute molecule charge or electric dipole moment. For

5. With few exceptiong#34°7polar solvent dynamics are

examples involving nonpolar solvents see refs 40, 54, andin reasonable agreement with linear-response theory, even

91.

for large perturbations away from equilibrium. Cases where

Another approach to study the solvation dynamics is basedjinear response theory fails involve situations where the

on examining the equilibrium fluctuations in the energy gap
oU(t) = U[r(t)] — WL These are used to compute the time-
dependent equilibrium correlation function:

BUROUO)D

€O = BuEpuE)n

(2.6)

where the ensemble averages are calculated with the Hamil
tonian of the excited state. If the time-dependent line shape
is approximated by using equilibrium ensemble averages,

then one can show tifat'°

S,(0) = 1) = C(1) (2.7)

equilibrium fluctuations do not sample all the regions in
which the nonequilibrium dynamics take pla€e.

6. Solvation dynamics in liquid mixtures are sensitive to
the mixtures’ composition and may reflect clustering and
enrichment of one of the solvents around the scitte0.98100

2.3. The Structure and Dynamics of the Neat

Interface

Clearly, knowledge about the molecular structure and
dynamics of the neat interface is a prerequisite for a
discussion of electronic transitions of solute molecules
adsorbed at the interface. Several reviews of the current
knowledge about the structure and dynamics of the neat

This is the linear-response approximation. Analytical theories interface have been published during the last@ yearg%-104

of solvation dynamics are typically based on some ap-
proximation toC(t) using equilibrium statistical mechanics
or a continuum electrostatic model. In the latter case (which

In this section, we summarize the main points and in several
places update these reviews with more recent results. Most
of our current understanding has been obtained from

applies to polar solvent dynamics), the frequency-dependentimprovements to spectroscofle’®® and electrochemical

dielectric response(w) of the medium is required as an
input3® For example, a very simple model is the Debye
model for whiche(w) = €» + (€0 — €x)/(1 + iTpw). This
model predicts a single-exponential relaxation:
c)y=e", 1, =e.15/e (2.8)
where 7, is the observed relaxation time (also called the
longitudinal relaxation time) is the Debye relaxation time

method¥71%and from relatively new experimental tools,
such as nonlinear spectroscagy)>19%114 light scatter-
ing, 15116 neutron diffraction!’-12° X-ray scattering?*1%8
and fluorescence anisotropy decad$’3°and theoretically
from molecular dynamics and Monte Carlo simulati@h¥413
and approximate statistical mechanical theot#s3 such
as density functional theo@y>136

Liquid interfaces may be characterized macroscopically
by the surface tension and by several nonuniform thermo-



1216 Chemical Reviews, 2006, Vol. 106, No. 4 Benjamin

degsity bulk superimposed thermally excited capillary waves. By assign-
ing to each wave vector a free energy functional that includes
surface deformation (proportional to the surface tensipn
and the contribution due to earth’s gravity) Gnd summing
up all wave vectors (with a proper Boltzmann weighting)
from the lower limit of 2t/L (whereL is the size of the square
surface area) to the upper limit oft£, (where & is the
bulk liquid bulk correlation length- a few molecular diameters),
one obtain¥3:151,153

Zs
V20 ) (29)

where erf is the standard error functiafy is the average
dynamic properties, such as density, viscosity, and dielectriclocation of the interfacepa and pg are the densities of the
responsé®132133.137gand molecularly by various single two bulk phases, and is the interface width, calculated as

D> distance 1 1 z
2) = (oa + pg) — 5(oa — pg) €T
Figure 2. Two typical density profiles of liquid at interfaces. The e 2('OA Ps) 2(pA Ps) f(

top profile is observed at most liquid/vapor interfaces and the bottom
profile at some liquid/liquid and most liquid/solid interfaces.

particle and pair correlation functions. the mean-squared deviation of the local surface deformation
and given b
2.3.1. Average Density and Density Fluctuations at Liquid 9 Y
Interfaces
: o . L, 14 gy
The most extensive knowledge about liquids at interfaces o = (4npy) " In — (2.10)
is available on the density variations at the interface. We 1+ (274JL)

consider a situation where, due to gravity and far from the
critical point, a stable planar interface exists between a liquid wherel, = [v/{g(oa — ps)}]*?is called the capillary length
and another phase (a different immiscible liquid, a vapor, (a few millimeters for water at room temperature). Note that
or a solid). We takez to be the direction normal to the in the thermodynamic limitl{ — o) the interface width
interface. Due to symmetry, an ensemble average of the localexhibits logarithmic divergence ag — 0, so gravity is
atomic densityp(x,y,2) gives rise to a density profile(2) = necessary to establish a stable interface. However, for a
p(xy,2] The planez = Zg, called the Gibbs dividing  microscopic size sample (like the one used in molecular
surface, can always be selected such that the excess densitglynamics or Monte Carlo simulations)? = (2z5y)™* In
of the liquid (or one of the liquids in the case of a liquid/ L/&, and gravity does not play a role.
liquid interface) on one side can be exactly balanced by the Some of the predictions of capillary wave theory have been
decrease in density on the other sléfe!® This is ap- confirmed in experiment$>123154and simulationg%1.104.155
proximately where the density is 50% of the bulk value for For example, since the free energy associated with a local
the liquid/vapor and liquid/liquid interfaces. In what follows, surface deformation is quadratic in the local heights, one
we use the term “surface region” for the region centered at expects a Gaussian distribution of local interface posi-
the Gibbs surface, where behavior different from the bulk is tions°¢-1%8 This has been examined in det&ii*4*146and
observed. found to hold down to a surface areat. The logarithmic
The density profile and density fluctuations along the dependence of the interface width on the surface area (eq
normal to the interface have been the subject of numerous2.10) was demonstrated by Senapati and BerkoWftz.
theoretical treatments, including mean field theotfs, Recently, Schlossman and co-workers have used X-ray
integral equations, and classical density functional th&diy® reflectivity to demonstrate that for wataralkane interfaces,
and mostly molecular dynamics and Monte Carlo computer deviations from capillary wave theory can be explained by
simulationst®*~104 Experimentally, the density profile can be adding to the capillary wave width (eq 2.10) a contribution
determined directly by light scattering technigtieé$'¢and from the intrinsic structure of the liquid molecul&8:1%*
by X-ray and neutron scatteririg. The shape of the density profile of several liquid/liquid
Two distinct types of density profiles have been observed interfaces (especially that of water) obtained from simulations
(or computed), and they are illustrated in Figure 2. In one is also monotonic and can be fit to capillary wave theory
type, the density profile changes monotonically from the using a surface tensigncalculated from independent simu-
value of one bulk phase to the value of the other bulk phase.lations!®* However, there is evidence from molecular dy-
In the second type, dampened oscillations exist in the namics simulatiori4> 50 and density functional theory calcu-
interface region, corresponding to molecular layers packed lations=® for dampened oscillations in the densities on the
at the interface. The monotonic density profile has been bulk side of the liquid/liquid interfacial region, as shown in
observed in computer simulations for most liquids at equi- Figure 2. While the oscillatory density profile of liquids near
librium with their vapors far below the critical poifit and solids observed in simulatio®}1%° statistical mechanical
in some liquid/liquid interface¥®14° Oscillations are ob-  theoriesi®17%17land experiment$? 17> reflects the layering
served in the liquid/vapor interface of liquid metdlsi44 of molecules packed on relatively fixed solid atoms, it is
in some simulation4>1%° and density function theories of not clear that a similar phenomenon is at play in the liquid/
liquid/liquid interfaces3 and are typical for liquids adsorbed  liquid system. For example, Toxvaerd and Stecki found stable

on solid surface$®>138 equilibrium oscillatory structures in the density profiles of
A monotonic density profile is also the result of capillary two immiscible Lennard-Jones liquids, but these vanish with
wave and van der Waals mean field theoff&g34151|n the increase in the surface aféaln liquid/solid systems,

particular, capillary wave theory views the interface as having the decay length of the oscillations depends on the type of
an intrinsic profile with a finite width, on top of which are intermolecular forces and the size of the liquid molecules.
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For water next to a variety of surfaces, the bulk density is sically by a potential energy functidd(r,, ..., rn) wherer,

reached in three to four molecular layers €12 A). ..., I'n are the positions of all the particles, the singlet
The average density at the liquid interface (which is distribution function defined a® = Nj exp(-pU)

reflected by the density profile) is expected to play arole in drz ... d'n// exp(=pU) dry dr; ... dy is constant for a

some aspects of solvation dynamics, as will be shown later. homogeneous system and equal to the bulk deh#ify The

More generally, the dynamics of solvent and solute moleculescylindrical symmetry at a planar interface gives rise 8'a

in the interfacial region are affected by the effective viscosity that is a function ofz, the density profile. If the liquid is

of the medium, and this is directly related to the density. molecular, thez-dependence of the singlet distribution

This will be discussed further below. suggests that at the interface there is a nonrandom orienta-
While the density profile and, by association, the average tional preference, which can be described using an orientation

local density are concepts of fundamental importance, their profile: P(z6) is the probability density that a molecule

effects are typically well understood by proper extrapolation Whose center of mass is atvill have the angle) between
from the behavior of bulk homogeneous systems as aa vector fixed in the molecule frame of reference and the

function of density. More unique to the interface region are hormal to the interface. Knowledge of molecular orientations
the density fluctuations that give rise to the finite interface is important for understanding equilibrium solvation structure
width. Although the description of these density fluctuations Of adsorbed species and thus their electronic absorption
in terms of thermally excited capillary waves is a reasonable SPectra.
approach (which enables one to make a connection with the Theoretical studies until 1996 have been reviewed in ref
macroscopic surface tension), only the lower wavelength 60, and since then a number of molecular dynamics and
limit (near &) could be coupled to molecular motions. Thus, Monte Carlo studies have been publisR&e?%19 Most of
it is the local surface deformation that is more relevant to the recent experimental data on molecular orientations at
an understanding of the behavior of solutes at interfaces. liquid surfaces have been obtained using nonlinear second
Most of the evidence for the coupling of local surface harmonic generation (SHG) and sum frequency generation
roughness to molecular motion comes from molecular (SFG) spectroscopié!-19+20
dynamics simulations. For example, in ion transfer across Several general observations can be made regarding
the interface between two immiscible liquids, fingerlike orientational preference at liquid/vapor and liquid/liquid
structures of water molecules can form and either inhibit or interfaces:
enhance ion transfer, depending on the driving force of the 1. Molecular dynamics and Monte Carlo simulations show
transfert’6-182 |n electron transfer, surface roughness may that most orientational distribution functions are quite broad,
enable the reactants to approach each other with a largereflecting a free energy difference between the most likely
angle, thus increasing the effective reaction voldfi&ve and least likely orientation to be on the order of a fleW
will see later that dynamic surface roughness is also This is consistent with experimental d&f4.
important in understanding electronic spectra and solvation 2. \Water molecule orientation at hydrophobic surfaces
dynamics at interfaces. reflects the tendency to maximize hydrogen bonding, and
Demonstrating this surface roughness experimentally is this gives rise to orientations where the water dipole typically
more challenging. Using fluorescence depolarization experi- lies parallel to the interface with one OH bond pointing
ments, Wirth and co-workers have shown that the reorienta-toward bulk water. This seems to be independent of the
tion dynamics and the lateral diffusion of acridine orange nature of the water intermolecular potential, but other
dye at several water/hydrocarbon interfaces do not correlategrientational properties, such as the-H vector may be
with the bulk viscosity of the bulk media or with the surface more sensitive to the choice of the potential energy func-
tension’?°13%put are affected by the molecular shape of the tion.193 As pointed out by Jedlovszi° describing water
solute and the roughness of the interface. Molecular shapegrientation using the distribution of only one angle may be
considerations maybe also be important in electronic spectramisleading, and water orientation specified by using the joint
at the interface, as will be discussed later. Somewhat moreprobability distribution of two independent angles may be
direct information about the local roughness of liquid surfaces useful for elucidating multiple preferred orientations.
can be obtained by the scattering of atoms and molecules 3. Some of the clearest data about water orientation at
from the free liquid surfac&* % For example, the orien-  hydrophobic surfaces, about its dependence on external fields
tational distribution of the scattered atoms and molecules gnd on the nature of the hydrophobic phase, have been
and their energy distributions can be related to local surface obtained in recent years using SFG Spectra. Shen and co-
corrugation:8+ 187189 workers first demonstrated the existence of dangling OH
. bonds at the water liquid/vapor interface, which can be
2.3.2. Molecular Structure and Dynamics quenched by the additi?)n of mgthaﬁ@ﬂ’?“Detailed studies
Molecules at the interfacial region are subject to strong by Richmond and co-workers extend this work to the
asymmetry in the intermolecular forces, which may result interface between water and GC1,2-dichloroethane, and
in a molecular structure and dynamics at the interface liquid alkanes!#204208
significantly different from those in the bulk. Some of the 4. The hydrophobic end of a molecule adsorbed at a water
most dramatic advances in the knowledge about liquids atsurface tends to point away from the aqueous phase. This
interfaces have been concerning their molecular structure,expected result has been used in recent years as a validation
and while most of this knowledge has been obtained from of new experimental techniques for measuring orientafihs.
molecular dynamics and Monte Carlo simulations, there is 5. It is straightforward to demonstrate the dependence of
a growing number of experimental studies, as will be briefly water molecular orientation on external field by molecular
discussed below. dynamics simulation¥5166.168.209211 Ngnlinear spectroscopy
2.3.2.1. Molecular Orientation For a system ofN has been used to study water orientation change induced by
particles whose mutual interactions can be described clas-adsorbed charged molecuké$;?* and this can have a
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marked effect on its hydrogen bonding structtife Of sorting out the relationship between hydrogen bonding
course, much work has been done on water orientation atstructure and the features in the SFG spe@fra?*

charged metal electrodes, but this is outside the scope of |n theoretical studies of hydrogen bonding the situation is

this review. somewhat clearer, because a working (although quite arbi-
2.3.2.2. Pair Correlation. The two-body distribution (or  trary) definition of hydrogen-bonding is possible. One choice
pair correlation) function, defined @&(r1,r;) = N(N — 1)/2 is to define two water molecules to be hydrogen-bonded

J exp(=pU) drs ... d/f exppU) dry dry ... dry, IS if their mutual interaction energy is more negative than 10
proportional to the probability of finding a particle at the kJ/mol. Other definitions that have been used include an
positionr,, given that there is a particle at the position oxygen—oxygen distance being less than some cutoff (typi-
In bulk homogeneous systems, this is a function of only the cally taken to be the first minimum in the OO radial
interatomic distance = |r, — ri|. However, at a planar  distribution function, about 3.5 Al9.14022522635 well as
interface, it is also a function of the locatiomsandz of restricting the OHO angle to some value {2@0°).??’ The

the two particles along the interface normal. While this exact choice of the structural parameters is not expected to
quantity is of fundamental importance in the development significantly change some of the calculated properties (such

of statistical mechanical theories of liquids at interfaé$3> as the hydrogen bond’s lifetirf®é229), although the exact

it is cumbersome to compute and impossible to measure.number of hydrogen bonds will be affected by the exact
Thus, one is usually interested in an average avandz choice.

within some thin slab centered aroumd This gives an Using the above definition of hydrogen bonding, one finds
orientationally averaged radial distribution functignfor that on average each water molecule in bulk water is
different slices along the interface normaj(r;z). We will hydrogen bonded to 3.6 other water molecules. At the

refer to this function as simply the interfacial radial distribu- interface (liquid/vapor and liquid/liquid with polar as well
tion function (RDF). The extended X-ray absorption fine as nonpolar liquids), this number drops te-2 depending
structure method (EXAFS), which was recently used to on the exact location along the interface normal. However,
measure nearest neighbor-O distances for surface water when this number is divided by the total number of water
molecules, is an experimental approach to similar types of neighbors, the ratio is larger at the interf&.40.146.148,149
dataz’® This was interpreté@ as suggesting that the hydrogen bond
Interfacial radial distribution functions are very useful for lifetime is longer at the interface. The calculated hydrogen-
describing the solvation environment of a solute molecule bond lifetime using the time-correlation function method is
adsorbed at the interface, as will be discussed in sections 3generally in agreement with this at water/séifd*? and
and 4 below. Here we mention a few characteristics of this water/liquid interfaces$®® as well as at liquid/vapor interfaces,
function for neat liquids and refer the reader to existing if the contribution due to diffusion is taken into accodétft.
reviews for more detail® Understanding the hydrogen bond structure and dynamics
One important feature of polar liquids is the tendency to at interfaces is very much still an open problem. Recent
keep the structure of the first coordination shell relatively developments of broadband sum frequency generation spec-
similar to that in the bulk40216217This is reflected in the =~ troscopy** and its application to liquid surfac&$ suggest
observation that the peak position of the interfacial RDF is that new contributions are expected soon, especially in the
very close to the peak position of the bulk RDF and that the experimental study of hydrogen bond dynamics.
peak height is only slightly reduced. In contrast, the second 2.3.2.4. DynamicsThe anisotropy in surface forces is also
peak is typically much smaller than that in the bulk, reflecting reflected in the dynamics of molecular motion such as
the reduced average local density at the interface. For anrotational dynamics and molecular diffusion. Most of the
obvious reason, the asymptotic value ¢as> ) of the experimental data available concerns solute rotational dy-
interfacial RDF is near 0.5 instead of 1. The exact variation namics, so again most of the direct knowledge about pure
of the height of the first peak with the distanzalong the solvent molecule dynamics accumulated in recent years is
interface normal depends on the system, but it normally from molecular dynamics simulations. Since understanding
begins to drop well below the bulk value only significantly solvent molecule dynamics is fundamental to elucidating
passed the Gibbs surface. For nonpolar liquids, a significantsolvation dynamics, we consider this subject here in some
reduction in the first peak can already be observed near thedetails.

Gibbs surface, although the peak position is generally  Concerning first the diffusion of solvent molecules at the
unaffected-* interface, instead of the scalar diffusion coefficient in bulk

2.3.2.3. Hydrogen Bonding Structure and Dynamics. liquid, one must deal in a general inhomogeneous environ-
Hydrogen bonding has been the focus of many studies of ment with a diffusion tensor. The cylindrical symmetry at
interfacial water. Most of our current (though incomplete) planar liquid/vapor or liquid/liquid interfaces gives rise to
understanding is derived from SFG spectroscopy, where thetwo independent elements of the diffusion tensbri(z) and
vibrational spectra of water at the air/water interface, at the Dy(z) are the elements normal and perpendicular to the
interface with immiscible liquids, and at solid and solidlike interface, respectively, both of which depend on the location
surfaces have been measuteg?4 208214218220 These spectra  relative to the interface and both of which should approach
are broad with features that are assigned to disordered waterthe bulk value asz approaches a location far from the
icelike strongly hydrogen-bonded water, and, in some cases,interface. Care must be taken in computing the anisotropic
“free” OH bonds. By examining the relative contribution of diffusion coefficients by the standard mean square displace-
these different features as a function of the other phase andnent method used in the bulk, since the diffusing molecules
of solute concentration, information about the interfacial parallel to the interface may change their location during
structure can be obtained. However, these assignments ar¢he simulation, and the motion perpendicular to the interface
still debatedt!? Combined molecular dynamics simulations is influenced by an effective potential of mean fofée.
and experiments are and will continue to be of great help in Published simulation results give in general the reBy(?)
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< Dy(2) at liquid/vapof®” and liquid/liquid4®14°interfaces. inhomogeneous region. More important is the realization that
However, while the above calculations give(z) < D(bulk), the solvent-solute interactions that are responsible for the
the recent analysis of Berne and co-workers suggest that atstabilization (or destabilization) of ionic and polar solute
the liquid/vapor interface, both the normal and the perpen- molecules relative to the bulk may be quite complex and
dicular component of the diffusion tensor are larger than the cannot in general be represented by one quantity.

bulk diffusion constant®” At the liquid/solid interface, there We will discuss the effective polarity scale of the interface
are experimental data supporting a higher viscosity of the in section 3. Here we make a few comments regarding the
liquid film adsorbed on the solid surfaé®.?%® Computer  dielectric response of a liquid at the interface. In general,
simulations are consistent with a slowing of solvent diffusion this quantity reflects all of the interfacial structural and
but suggest that the solid influence is limited to a nanometer- dynamic characteristics discussed above.

thick solvent regior}®11,240 While the dielectric response of pure liquids, and of water
Rotational dynamics are typically described using orien- in particular, has been the subject of intense experimental

tational correlation function&-242If & is a unit vector along  and theoretical studiéé247248not much is known about the

a molecule-fixed vector, then a measure of the reorientation dielectric behavior of pure interfacial water. This reflects the

dynamics around this axis is provided by the set of time- difficulties of a direct experimental probe of the buried

correlation functions: interface and of applying the statistical mechanical theory
of the dielectric response to the inhomogeneous region. A
C/(t) = P [é(t+ 7)-&(r)]0 (2.11) very simple concept, which has been used in simple

continuum models of interfaces to calculate adsorption free

where the angular brackets represent an ensemble averag@hergy and electronic spectra, is that of an effectlve mterfaual
over all solvent molecules in the interface region (or in the diélectric constant. In general, the reduced orientational
bulk) and over all time origing such thatr is less than the freedom (such as that (_)bserve_d at thg w_ater/solld. interface)
residence time of the molecule in the given regiBig) is and the reduced density (as in the liquid/vapor interface)
the I-th order Legendre polynomial. In the bulk phase, this result in a smaller e_ffectlve dlelec_trlc constant than that in
function decays exponentially and may have some oscillatory the bulk, and experiments that will be discussed later are
structure, depending on the density and the tempera_ggnera!ly in agreement with this picture. For example, a
ture 17,241,242 dielectric constant of 510 for the few water layers adsorbed

Molecular dynamics simulations show that for water the ©N the metal electrode is used to explain capacity measure-
dipole reorientation time (which may be related to IR spectral MeNts aond the spectroscopic line shape shifts of adsorbed
line shape) is only mildly different at the interfd¢®is4243  Species? _
from the value in the bufé4 (around 2 ps). Similarly, the Another simple approach that has been extensively
H—H vector reorientation time (which determines the NMR  used®"*42%qs to assume that the dielectric constant is equal
line shape) is only slightly affected. For example, the O the _b_ulk value up to a mathematically sharp interface,
reorientation dynamics at the liquid/ivapor interface are Where itjumps to the constant bulk value of the second phase.
slightly faster than those in the bulk, probably due to the A solution of the electrostatic boundary problem can be
reduced friction (as a result of the reduced density), whereas'ePresented in terms of image charges, and the interface effect
at the water/DCE interface it is slightly slower than in the IS described as the result of interactions between the solute
bulk.14° In contrast, much slower dynamics are observed for molecules and these image charges. Most continuum elec-
the first layer of water at the solid/water interfate11.240 trostatic treatments of the interface use this model and its
and for water in the pool of reverse micelfé8246 These applica_tion to electronic spectra WiII_ be desqribed in section
numbers seem to reflect the strength of the interaction 32 It is important to note that this descr|pt|on becomes
between water and molecules of the other phase. Externalincreasingly inaccurate as one approaches distances from the
electric fields, which break down the hydrogen bond network, interface that are comparable to the size of a solute molecule.
give rise to moderate acceleration in the molecular rotation
and diffusion time-03.210 3. Electronic Spectroscopy at Liquid Interfaces

An interesting dynamical behavior that is unique to the
interfacial region is the dynamic associated with surface 3.1. Experimental Data
deformations at length scales from just above the bulk . . , o
correlation length togmacroscopic (hy(JJIrodynamics). Those 3.1.1. Nonlinear Optical Studiies of Liquid/Vapor and
on the shorter end of this length scale may be relevant to Liquid/Liquid Interfaces
the behavior of a solute molecule, as will be discussed below. \while linear spectroscopic techniques such as—wig
These surface deformations have been characterized at th@psorption spectroscopy (used to obtained bulk electronic
water/DCE interfacé’® They can be thought of as transverse spectra) can be used to study some interfacial systems (thin
density fluctuations (“fingers”), whose dynamics are on the fiims, adsorbed monolayers, and micelles and microemul-
tens of picoseconds time scale. sions), nonlinear spectroscopy techniques are the appropriate
methods for measuring electronic spectra of solute at
interfaces when there is also a substantial amount of the

One of the most important properties of the liquid interface solute in the bulk region. The surface selectivity of SHG
region that is a significant focus of this review is the degree and SFG make it possible to obtain the signal from the
to which ionic and polar species adsorbed at the interface surface molecules unmasked by a contribution from the bulk,
can be solvated. While the static dielectric constafand since second-order nonlinear optical processes are dipole-
more generally the frequency-dependent complex dielectric forbidden in centrosymmetric media.
function e(w)) of the bulk liquid is an important ingredient Resonant SHG is a method that is sensitive to the
in this regard, it is not clear how to generalize this to the magnitude and orientation of electronic transition moments,

2.3.3. Polarity and Dielectric Behavior



1220 Chemical Reviews, 2006, Vol. 106, No. 4

and thus it is ideal for studying electronic spectra of adsorbed
species. In a typical experiment, a single laser beam of
frequencyw is focused on the interface, and the intensity of
a nonlinear polarization with frequencw2s detected. This
intensity is given b$?

|(2w) = (327%w%c?) seé 0 |&2w) 7 @:&w)&w) A% (w)
(3.1)

wherec is the velocity of light,0 is the angle between the
incident laser beam and the normal to the interfaces the
frequency of the incident beam with the unit polarization
vector &§w) and intensity I(w), and &2w) is the unit
polarization vector of the detected beayf?! is the second-
order susceptibility of the medium, which is a third-rank
tensor (27 elements) that can be written as a sum of a

nonresonanyﬁ& and a (much larger) resonant term given
by the molecular hyperpolarizability (ignoring solutsolute
interactions):

o (g1 (13| |eT@ir g

R Ns

X 8.2

vE(@ — wg, T 10, ) (20 — wey— 1Ty

whereNsis the surface density of moleculeglis the ground
state,|ellis any excited state that contributes to the signal
and [vUis an intermediate virtual statex; andI'; are the
frequency and dephasing rates of tig— |jOtransition,

Benjamin
A .
excited 5 m
state B BR
-~ 5‘::’
oy~ o =3
> ' nA~
o0 L]
o) Y
5 5! vl
5 e |
— 'O 1 =
21|© 8 ' A
2 =
o[ (] 8
1] [

- —_ ' [
grour ~le - ~ -
state
T 05 0 05 1 157

DEPNA mt* polarity scale

Figure 3. A schematic representation of the measured polarity of
several bulk liquids and liquid/liquid interfaces using DEPNM\Y'-
diethylp-nitroaniline) as the solvatochromic probe. The solid arrows
represent the transition energy in the bulk liquids and the dashed
arrows at the interfaces. Adapted from ref 257.

of DEPNA is mainly due to the large increase in the electric
dipole moment upon excitation (from 5.1 to 12.9 D). As
pointed out by Eisenthal and co-workers, the above result is
general in the sense that a similar polarity of the air/water
interface was obtainéd using theE+(30) polarity indicator
(which exhibits negative solvatochromism).

The above approach was extended by Eisenthal and co-
workers to the liquid/liquid interface by studying the SHG

respectively. Clearly, a resonant enhancement occurs whersnecira of DEPNA adsorbed at the water/1,2-dichloroethane
eitherfiw or 2hw approach the ground to excited-state energy gnq water/chlorobenze interfa®& The resulting polarity of

difference, hweg thus enabling the measurement of an
effective electronic excitation spectrum. Note that the peak
of the obsewed SHG spectrum does not necessarily match
weg due to the contribution of the nonresonant term, which,
however, can be removed by a fitting procedtieln

addition to the requirement that the system be noncentrosym-

metric, the detection of the SHG signal also requires that
the solute molecules have appreciable hyperpolarizability.
Furthermore, because of the buried nature of the liquid/liquid
interface, to prevent absorption of the signal in one of the
bulk phases one typically uses the total internal reflection
geometny?®2-255in which the incident beam approaches the

these interfaces, as well as the air/water interface and several
bulk liquids, is given in Figure 3. The polarity can be
conveniently expressed using the normalized $Stale

 Opa(em ) = 27520
N —3182

JT*

(3.3)

An interesting point noted by Eisenthal is that the polarity
of each of the three interfaces (indicated by the vertical
dashed line) is very close to the arithmetic average of the
polarities of the two bulk phases. A similar result was

interface at an angle to the surface normal that is greaterobtained using th&r(30) indicator for the water/air and the

than the critical angle@. = sin"(ny/ny), wheren; and n,

are the refraction indices on the two bulk phases. While the
present review is limited to electronic spectroscopy, the
review articles listed in the first paragraph of section 2.3
discuss at length the application of SHG to many other

water/heptane interfacé%, suggesting that this could be a
general result. Computer simulatiéh®2and simple statisti-
cal mechanical argumeft$suggest that the major contribu-
tion to the solvation energy comes from the first solvent
solute coordination shell. Thus, the simple arithmetic rule

measurements, such as surface concentration, orientationindicates that DEPNA and thEr(30) indicator molecules

relaxation, and chemical reaction dynamics.

The first demonstration of using SHG to determine
solvatochromic shift at liquid interfaces was by Wang,
Borguet, and Eisenthal, who measured the SHG spec-
trum of the intramolecularr — z* charge-transfer band of
the polarity indicator molecul®\,N'-diethyl{p-nitroaniline
(DEPNA) at the air/water interfacé! The DEPNA charge-
transfer band, which is centered at 329 nm in the gas phase,
is red-shifted to 429 nm in bulk waf&t but to only 359 nm
in bulk hexane (nonpolar solverif)At the air/water interface,

have a mixed solvation environment. Molecular dynamics
simulations, which will be discussed later, reproduce some
of these data and give additional insight into why the two
liguids contribute almost equally to the observed st§ffgs?
Girault and co-workers measured the resonant SHG
spectrum of a doubly charged eosin B at the air/water
interface and found that the maximum of the resonance is
observed at 533 ni#? This is compared with the U¥vis
spectrum in bulk water, which has a maximum at 520 nm.
Since the spectrum in the gas phase is not available, the

the charge-transfer peak is at the intermediate value of 373arithmetic rule cannot be checked here. However, the

nm, which is very similar to the peak position in bulk carbon
tetrachloride (375 nm) and butyl ether (372 nfih)This
indicates that the water/air interface has a polarity similar
to that of these two liquids (at least as it concerns the
interaction with DEPNA). The positive solvatochromic shift

spectrum in bulk 1,2-dichloroethane has a maximum at 555
nm, which suggests that the air/water interface is more polar
than bulk 1,2-dichloroethane, in contrast with the results of
Wang et aP®” Clearly, despite the loss of stabilization at

the air/water interface compared with the bulk and despite
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| | l | | L PNP, the maximum of the SH resonance (310 nm) lies much

10 closer to that in bulk water (322 nm) than to that in bulk
0.9 hexane (284 nm), indicating that it is nearly fully hydrated.
~ 084 For phenol, the peak spectrum at the-airater interface (267
g 07 nm) is much closer to that in bulk hexane (270 nm) than to
Z 06 that in bulk water (258 nm), indicating that it is sampling a
£ 05 highly nonpolar environment (consistent with molecular
g dynamics simulatiort§d. Thus, these two different probes
10 reported very different polarity of the air/water interface.
22: As was mentioned at the end of section 2.1, attributing
) the change in the solvatochromism upon transfer of an
04— indicator molecule from the bulk to the interface to a different
0.2 polarity of the interface assumes that the electronic structure

| T T | T T of the molecule is unchanged upon the change in the

280 290 300 310 320 330 environment. Nagatani et al. have recently presented an
SH Wavelength (nm) interesting example for the breakdown of this assumgtién.

Figure 4. Second harmonic spectra of dmPN®) @nd PNP ©) They_ have measured the SHG spectra 01_‘ the free base and
at the water/cyclohexane interface. The solid lines through the datathe zinc(ll) complex of cationienesetetrakisN-methyl-4-
points are fits to egs 3.1 and 3.2 (including a nonresonant term), pyridyl)porphyrins, HTMPyP** and ZnTMPyP", at the
which lead to band positions of 293 and 315 nm, respectively water/1,2-dichloroethane interface and compared them to the
(represented by the vertical solid lines). Dashed vertical lines yy—yjis spectra of these two species in the bulk of the two
represent the excitation maxima of dmPNP in bulk cyclohexane liquids. Although the molecular hyperpolarizability of the

(296 nm) and bulk water (334 nm). Dotted vertical lines represent . - A
the excitation maxima of PNP in bulk cyclohexane (288 nm) and Symmetrically substituted porphyrins is very sniéllthe

bulk water (318 nm). Reproduced from ref 263. adsorbed species give rise to intense SH signals, suggesting
that the electronic structure of molecules adsorbed at the

the fact that this molecule is not surface-active, the strong interface is modified from the bulk structure. In addition,
field due to the two charges enables the molecule to form While the surface SH spectrum ogFMPYP*" is similar in
enough hydrogen bonds to form a local hydration shell that Shape to the electronic absorption spectrum in bulk water,
is more favorable than that in the bulk of a non-hydrogen- With a peak location between the peak location in the two
bonding liquid. Another way to state this is that while the bPulk phases, the surface SH spectrum of the zinc(ll) complex
DEPNA polarity indicator suggests that the air/water interface System shows two peaks, one with a maximum intensity at
is less polar than bulk 1,2-dichloroethane, the eosin B result436 nm coinciding with the bulk aqueous species and a
suggests that the air/water interface has a higher hydrogersecond at 452 nm that is attributed to aggregation of
bond ability index (the KamletTaft o paramete?) than bulk ~ ZNTMPyP monomers adsorbed at the interface.
1,2-dichloroethane. Resonant SHG spectra have been used previously by others
Another example of the observation that properties of the to study association and aggregation at the liquid/vapor
interface depend on more than simply the properties of the interface. Levinger and co-workers found that the resonant
two bulk phases has been provided recently by Steel andSHG spectrum of the laser dye IR125 at the air/water
Walker®® who used two different solvatochromic probe interface is markedly different from the bulk solution
molecules para-nitrophenol (PNP) and 2,6-dimethghra- spectrunt® They attributed this to aggregation driven by
nitrophenol (dmPNP), to study the polarity of the water ~ surface orientation that is different in nature than the one
cyclohexane interface. Despite the fact that dmPNP is muchobserved in the bulk at higher concentration or due to added
less polar than PNP, these two probe molecules give spectrafalt. Teramae and co-workers studied the association of
shifts as a function of bulk solvent polarity that are very rhodamine dyes adsorbed at the heptane/water and hydro-
similar, and thus polarity values obtained by one probe are phobized silica/water interfacé®. The SHG spectra were
highly correlated with the values obtained by the second used to distinguish between different structural arrangements
probe. This is because both solutes are mainly sensitive toat the two interfaces and as a function of coverage by
the nonspecific solvent dipolar interactions. And yet, when including polarization measurements. Using resonant SHG
these two dye molecules are adsorbed at the interface, theyspectra, Owrutsky and co-workers demonstrated that several
experience quite different polarities (Figure 4): The more o0xazine dye molecules (oxazine 720, cresyl violet, and Nile
polar solute (PNP) has a maximum SHG peak at 315 nm, blue), which are known to form dimers in aqueous solutions,
very close to that of bulk water, and thus it reports a high are adsorbed at the interface almost exclusively as differs.
polarity environment. In contrast, the less polar solute An increase in the bulk solution ionic strength increases the
(dmPNP) reports a much lower interface polarity; it has a dimer concentration at the surface to a greater extent than
maximum SHG peak at 293 nm, very close to that of bulk that for the bulk solution. While no polarity estimates were
cyclohexane. While these results intuitively make sense, thisgiven, this result is clearly consistent with the less polar
is the first “clean” and direct demonstration that small nature of the air/water interface relative to bulk water.
changes in solute structure can have a major effect on the Because the SHG signal is obtained from the entire
local solvation environment at a liquid/liquid interface. noncentrosymmetric region, the above experiments are not
An interesting example for similar effects at the air/water able to give information about the spatial dependence of the
interface was presented by Tamburello-Luca et al., who signal across the interface. Continuum electrostatic models
measured the resonant-enhanced SHG of PNP, phenol, andnd simulations, to be discussed below, show, however, that
para-propylphenol at the air/water interfa¢® Of these, only due to finite interface width the spectra should depend on
PNP and phenol had a significant solvatochromic shift. For the location of the probe molecule along the interface normal.
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320 { —g— cychex -E- ootane variations among the _four differ_ent liquids suggest a cor-
315 H -0 - mecychex —— hexdee relation between the width of the interface and the molecular
210 | shape and packing at the interf&€The SHG spectral width

— L average polarity was also found to correlate with the interface width.

E3s g, of water & alkanes The bottom panel of Figure 5 shows very different
&5300 N behavior at the interface between water and a number of
295 |- long-chain alcoholg’?274 The polarity of these strongly
200 associating interfaces, as “reported” by the short “rulers”,

ses 11 was closg to that of bulk alkanes, approaching thg bulk
& 2 C G G Cg alcohols limit when the longest ruler was used. The existence
~ B of a very low polarity region at the interface suggests close
320 ~<—poTcwaie—— packing of the alcohol molecules such that their alkane
315 & groups give rise to a low polarity region, which is consistent
- with X-ray scattering experiments> Calculations of the local
F] 30 electric field across the interface via molecular dynamics
33 simulations also confirm the existence of a local low polarity
<7300 region at the interfac&® These simulations suggest that only
295 those octanol molecules that are hydrogen bonded to water
290 molecules are aligned perpe_ndicular to the_ interface. As i_n
285 the case of the water/alkane interface, the interface width is

about 1 nm and is dependent on the molecular shape; it is

. . . . . . narrower for the branched alchohols.
Figure 5. Fitted interfacial SHG maxima for different chro- .
mophores adsorbed at different liquid/liquid interfaces. The top ~ Recently, these studies have been extended by Walker and

panel shows the results for the interface between water and fourCo-workers to include surfactants with cationic headgroups,
different alkanes (reproduced from ref 273). The bottom panel as well as the effect of electrolytes dissolved in the aqueous
depicts the average peak spectra at the interface between water anghase’72’¢ These experiments underscore the effect of
g;go“hnoelgre)agccf;gﬂglSa%]'dogt%“gil n?gt‘z] 1{‘19??2"% r?cg}d(;[gp?rg&ir::z%ef?om surface charges on the electronic structure of the adsorbed
ref 274). The arrows deﬁote the gbsorption maxima in different chromophorg and on the,pmp_ert'e_s of th,e adjacent medium.
bulk liquids, as indicated. The experiments described in this section demonstrate that

resonant SHG is a powerful and sensitive technique to study
the structure of the neat interface by a solute probe. However,
one needs to consider three effects that may influence the
interpretation of the results: (1) the solute may perturb the
interface, (2) the solute electronic structure may be different
than that in the bulk, and (3) different solute molecules may
be sensitive to different surface characteristics or sample
different regions of the interface. Clearly, this area is still
developing and considerable work remains to be done, both
with the development of the technique and with the
interpretations.

To study this experimentally, Steel and Walker have designed
a series of solvatochromic probes they call “molecular
rulers” 2™ Each of these surfactant molecules consists of an
anionic sulfate group attached to a hydrophobic solvato-
chromic probe molecule by a variable length alkyl spacer.
The probe molecule is based para-nitroanisole (PNA),
whose bulk solution excitation maximum monotonically
shifts with solvent polarity from 293 nm in cyclohexane to
316 nm in water? Since PNA is 20 times more soluble in
cyclohexane than in water, while the sulfate headgroup is
restricted to the aqueous phase, the surfactant molecules willg 7 2 nterface Polarity of Micelles and Reversed Micelles
adsorb at the interface with the anionic end in the agueous

phase and the probe molecule at variable positions relative In addition to their intrinsic intere$t28°(stabilization of

to the interface, depending on the length of the alkyl spacer. chemical species, microenvironment for reaction micelle, and
The SHG spectra of these surfactants were measured amore), reverse micelles and microemulsions offer a conve-
different water/organic liquid interfac€® 274 The maximum nient way to study the interface between water and an organic
of the absorption band as a function of the length of the (liquid or solidlike) phase. This is because they can be studied
alkyl spacer at several water/liquid interfaces is shown in with bulk solution techniques, which utilize the large
Figure 5. effective surface area of these nanoscale structures.

The top panel shows the results for water/alkane inter- Many studies have used fluorescent molecules as a probe
faces?’? 2’3where, in addition to the absorption peaks of of the local polarity of the interface. Saroja and Samanta
the “molecular rulers”, results are shown for the “bare” have used the spectral shift of 4-aminophthalimide to
chromophore (PNA) and the more polar probe PNP. When determine the effective polarity of the interface between
any of these probes is in bulk water, the peak maximum is water and micelles formed from cationic (SDS), anionic
near 320 nm, and when it is in the bulk alkanes, the peak (CTAB), and neutral (Triton-X) surfactant&. In bulk liquids,
maximum is between 287 and 295 nm. So we take 291 nmthis probe molecule exhibits a shift of the peak emission
as an average value for bulk alkanes. The average polarityspectra of more than 100 nm on changing the solvent from
of bulk water and bulk alkanes will then correspond Qx water to 1,4-dioxane. When the probe is adsorbed at the
~ 305 nm. Walker and co-workers found that in general, as interface, a polarity intermediate to that of water and
the probe varies from PNA to PNP tg, = 2, 4, 6, or 8, methanol was found irrespective of the charge of the
the polarity “reported” by the probe varies from the “average” headgroup. This is in contrast with polarity measurements
polarity Amax to that of bulk alkane. This provides direct using pyrenecarboxaldehyde as a probe of the same micelles,
evidence that the interface is sharp; the width is no greaterwhich show strong dependence of the polarity on the nature
than the size of a g£“ruler”, about 1 nm. Interesting of the micelle headgrouff>283This is apparently due to the
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nonpolar nature of the probe molecule, which penetrates z=0

deeper into the hydrophobic core and gives rise to lower £.8 &85

polarity 281 This underscores the point that one must take
into account the fact that the micettevater interface may @
have different absorption sites, so the establishment of a
polarity scale for micelles is more problematic than that for z
a planar liquid/liquid interface. ‘R
A study of the interface polarity of AOT (aerosol OT, bis- -
(2-ethylhexyl)sodium sulfosuccinate) reversed micelles was <@
reported by Laia and Cost&, using the solvatochromism
of two squaraine dyes. By comparing the observed shift (for
emission and absorption) with the shifts in pure water, Figure 6. A schematic representation of the continuum electrostatic
dioxane, and dioxarewater mixtures, they were able to find Iri“c:l‘ijde'i:]ct’gﬁgfe‘“?'h“g éﬂ?o‘;'%‘:t[%r;g iibrse”f’e“s%”mse"’f‘g"at V%Ltzet']'gﬁ(':%
good empirical pqrrelatlons with the* polarity scale anq . cgvities of radiia andb at a gistanceR frgm each ott¥er andpat a
the solvent proticity scale (a measure of the solvent acidity gjistancez and orientation with respect to the interface. Equal
character). However, as in the above case, some deviationsize and opposite sign point charges are in the center of the two
are observed at low water contents of the reverse micelles,cavities. The electronic transition involves a change in the
due to the probe distribution at two different interfacial sites. magnitude of the charge.
The complex environment at the micelleater interface . ) ] .
suggests that it is more appropriate to use a multiparameterinterfaces?®” We briefly describe the results of this study
approach to the description of the solvent polarity. This was and some of its applications.

done by Vitah et a85286for the dodecyltrimethylammonium The calculations of the peak and line width of the
bromide (DTAB) and sodium dodecyl sulfate (SDS) micelles. absorption spectrum are based on linear response theory. The
DTAB micelles were found to be quite polar = 1.02), peak absorption spectrum shift relative to a vacuum is given

to have relatively strong hydrogen-bond donating ability ( by****’

= 0.700), and to have moderate hydrogen bond accepting 1
ability (5 = 0.486), which is very similar to SDS micelles _ L O/=0 _ [0\2 _ _S/S _ =S\2
(m* = 1.06,a = 0.87,3 = 0.40). A comparison with Aaps 8\7tﬁf{ [€(Bex = Bg)” — (B~ BT+
solvatochromic parameters of some pure solvents such as S[ES-ES —ES-ES]} dr (3.4)
DMSO (z* = 1.00), 2-propanold = 0.69), and ethylben- e or
zoate 3 = 0.43) suggests that the micellar environments
observed by the various indicators are quite dipolar with very
strong hydrogen bond donors and moderately strong hydro-
gen bond acceptors. Both the high polarity and the strong
hydrogen bond acidity support previous work, which indi-

wheree® ande® are the optical and static dielectric constants
of the medium, respectively, ari" (m = o or s) is the
electric field induced in this medium by the charge distribu-
tion of thewvth electronic state. The calculation of the volume
cates that water is present in the indicators’ micellar INt€9rals in eq 3.4 is straightforward in a homogeneous
medium and was carried out analytically for several different

microenvironments. R .
An important class of reverse micelles, which has interest- charge distribution: To carry out these calculations at the

ing practical applications and is also of fundamental interest wte;fagﬁ,gpﬁgxésg?ghoi;e '2 T}gﬂg:i:ﬁi ﬁgéngﬁ;g;ng'pme
is made from a nonaqueous polar solvent (and a nonpolar yap pping Sp

solvent). Levinger and co-workéféhave used the absorp- 2 g‘&’\éh'gitwq etﬂual and d onct)sng pct)lr;t charges are
tion spectra of coumarin 343 dye to characterize AOT reversetehm € '(te q thrt'n Tehgrqutr1 fe ectronic Sdale c;'D‘E‘ﬂ?ex in I
micelles in isooctane and decane with several different polar € exciied state. The Inierface IS mo_e €d as a piane
solvents (formamide, ethylene glycol, acetonitrile, methanal, perpendicular to thé-axis anc_i Io_cated a‘t =0 §eparat|ng
N,N-dimethylformamide, and 1,2-propanediol) as well as WO bulk homoge_neous mgdd‘.’ is the dlel_ectrlc const_ant
water. As the water content increases, the absorptionfor medium I (which occupies the Z 0 region), and is
spectrum shifts to the red and smoothly approaches that ofthe dielectric constant for medium Il. The two cavities may
bulk water. An interesting finding is that the character of be at any orientation and location relative to the interface,
these reverse micelles depends partially upon the solubility including situations where one or both cavities intersect the

of the polar solvent in the hydrocarbon phase. Z = 0 plane (Figure 6). The electric fields in eq 3.4 are
determined from the potentigr) generated by the charge
3.2. Continuum Models distribution in each electronic state, usiBg= —v¢. The

potential due to a particular charge distribution can be written
Continuum models of electronic absorption spectra in bulk as a sum of the contributions from all point charges and from
liquids have been used to derive expressions for the peaktheir images at the interfa@e’2%
positions and width of the spectra in terms of the solvent  The line shapé..{w,Z,0) at each positio of the center
dielectric properties and the solute propert®&®:°°% The  of charge of the solute relative to the interface and at each
solute can be represented as a charge distribution (pointangled between the solute and the interface normal is given
charges or dipoles, etc.) inside a cavity or using a quantumpy a Gaussian (eq 2.2), whose peak position (eq 3.4) depends

description at varying levels of theory. Although continuum on Z and @ and whose width can be determined from the
models of liquid interfaces have been used extensively to relation (assuming linear respon$ey’

compute ionic solvation, adsorption free enetgjpé2°0

ionization energie3’* and reorganization free eneréf?, 2% ) > kT ) ’
there has been only one attempt to develop a simple %a = Oe :E?{N[GO(EEX_ Eg)” — € (Eex— Eg)1dr
continuum model of electronic absorption line shape at liquid (3.5)
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be Z = 1.5 A, which is slightly into the vapor phase,
consistent with the hydrophobic nature of the solute. Thus,
the continuum model gives qualitatively reasonable results

0.8
for the frequency shift of the electronic absorption spectrum.
l(w(;'(" In contrast, when the continuum model is applied to the

water/DCE interface using the same solute parameter as
above, the blue shift relative to bulk water is underestimated.
This is because the stabilization of DEPNA in DCE is
overestimated as a result of a too small cavity size. The cavity
size is selected to match the spectrum in bulk water, and the
é(/i])l e A 351 different solvation structure of DEPNA in DCE must result
w(nm) in a larger cavity, as is confirmed in molecular dynamics
Figure 7. The orientationally averaged electronic absorption line simulations?%* Indeed, in typical applications of continuum
shape of DEPNA at different locations at the water liquid/vapor models to the calculation of electronic spectra, the cavity
interface, calculated using the continuum electrostatic model. The size is taken to be solvent-dependent. While it is possible to
spectra are normalized at each position, and the frequency scale is . .
linear in energy. Adapted from ref 297. Improve the _results of the continuum model_ by selectlng_ a
larger cavity in DCE, to make the model consistent the cavity

One may then calculate an orientationally averaged line shapesizé must itself be a function at

04

306

by a proper Boltzmann weighting dfpdw,Z,6). For ad- While the continuum electrostatic model discussed above
ditional details of the calculations and for an approximate provides a convenient qualitative approach for estimating
analytical formula, see ref 297. interfacial effects on spectral line shapes and demonstrates

The above theory has been used to calculate the peakhe dependence of the spectra on interface location, it also
position of DEPNA at the air/water and water/1,2-dichlo- underscores the problems inherent in continuum models of
roethane (DCE) interface. The size of the two spherical the interface. The model could be improved by introducing
cavities that reproduce the peak position of the experimental Z-dependent cavity size, more complicated cavity shapes,
absorption line shape of DEPNA in bulk water is first and surface roughness.
calculated and found to k= b = 2.64 A at a distance of
6 A apart. This structure is then kept fixed in all the spectra 3.3. Computer Simulations
calculations at the interface. The values of the ground- and
excited-state dipole moments of DEPNA are taken from a
fit of molecular dynamics simulations to the experimental
spectra in bulk water. The charges in the ground and excite
states are then found to l§g, = 0.3% and Qex = 0.7C¢,
respectively. For the calculations at the water liquid/vapor
interface, the dielectric constants of the two media used are

g = 1.78, 4y = 78, €,y = € = 1, and for the

The methodology to compute the absorption spectrum
within the Franck-Condon approximation was discussed in
dsection 2.1. 1t has been used by many researchers to calculate
absorption spectra in bulk liquids, and exactly the same
procedure can be used at liquid interfaces. However, to date
only a few calculations have been published.

Michael and Benjamin carried out a detailed study of

. vap - vap DEPNA at the water/air and the water/DCE interfat®@dn
calcuslat|ons at the water/DCE interface they glg: = 2.5 addition to calculating several structural and dynamical
andepce = 10. The temperature i = 298 K. properties of the system, the electronic absorption line shapes

The calculations ofandw,Z,0) at the air/water interface i the two interfaces were calculated. The potential energy

show that bulk behavior is already establi:tkﬁaﬁ\'below functions used were typical for these types of simulations:
the surface and that near the interface there is a strong

orientation dependence. The solute “prefers” to be parallel
to the interface when it is on the water side and perpendicular
to the interface when it is on the vapor side, so these
orientations will contribute more to the orientationally
averaged line shape. This spectrum is shown in Figure 7 at
Z=-8,-2,0,2, 4, and 8 A. The spectrum in the bulk Where Viq is the potential energy function for the liquid
peaks at the value ofvmax = 428.4 nm. This is the  molecules (a flexible SPC mod& - for water in the case
experimental value that the radius of the cavity is selected of the liquid/vapor system and, in addition, a four-site
to reproduce. However, the half-width at half-height of the modet“°for DCE in the case of the liquid/liquid interface),
line shape is onl\Aw = 18 nm, compared with the experi- Vi is the total nonelectrostatic interaction between the
mental value of aboutw = 30 nm. This discrepancy is not  solute’s atoms and the liquid’'s atoms (assumed to be the
surprising, since some broadening mechanisms (vibronic,same in the ground and excited staté4),and V¢, are the
lifetime) are left out from the treatment and higher order electrostatic interactions between the fixed point charges on
corrections are neglected in the expansion that leads to thethe solute and the solvent atoms in the ground and excited
Gaussian expression. As the solute approaches the interfacestates, respectively, amtEgy,sis the fixed energy difference
the peak spectrum shifts slowly to the blue, in agreement between the excited and ground electronic states of the solute
with experiments. Very close to the interface, the peak in the gas phase. The atomic charges on DEPNAN'¢
position is very sensitive to the location of the solute, which diethylp-nitroaniline) were selected with the aid of ab initio

is a direct consequence of the discontinuous jump in the calculations, which were then adjusted to reproduce the
dielectric properties of the model. Because of this sensitivity, ground-state dipole moment of DEPNA. The excited-state
it is somewhat difficult to compare the result with the dipole moment was selected to fit the peak location of the
experimental value ofvmax = 377 nm?%! This value is bulk spectrum gex = 17 D). This value was subsequently
reproduced if one takes the position of the chromophore to used without modification in the calculation of the electronic

Vgr = Vliq + VLJ + Vg| + Ugol
Vex = Vqu + VLJ + vgl + USOI + AEgas (3-6)



Static and Dynamic Electronic Spectroscopy Chemical Reviews, 2006, Vol. 106, No. 4 1225

spectra at the water liquid/vapor interface, in bulk DCE, and & 1 g R RARR
at the water/DCE interface. Eog Havap o * .
. . . o interface,

Some of the calculations were done with polarizable 206 £ .
potentials. In this case, the potential energy functions in- Toa | _'
cluded the additional terms),, v = g or e, which de- S02 . 3
scribe the electrostatic interactions between the induced § 0 Cuis 1]
dipoles on the atoms and other induced dipoles and fixed “ 30 310 430 410 520
point charges for the solute in the electronic statdhey g1 o
are given by £038 3 é

<06 Y
I ?:»0.4 EE
pol — EZIL‘k'Ek (3.7) §0.2 ] i
S 0 h g
Z 730 370 420 470 520

where u, and E; are, respectively, the induced electric

=
dipole and the electric field vector at atomic diterhen the S SARAEY A RALMARAE RARES I
solute is in thev electronic state. The induced dipoles are 508 - ¢, et 1%
calculated by iteratively solving at every step of the molec- 306 - tinterface ] 5
ular dynamics simulation the equation 804 |- . —%
g 02 ' Js
= 6B = 3 Tarud] (3.8) 2 0 Do Mo ©
£ 320 370 420 470 520
A (nm)
wherea, is the atomic polarizability of atomic siteand T Figure 8. The electronic absorption line shape of DEPNA,

calculated using molecular dynamics simulations at the water liquid/
vapor interface (top panel) and at the nonpolarizable (middle panel)
) and polarizable (bottom panel) water/1,2-dichloroethane interface.
Xq~ XY Xada Adapted from ref 261.

_3 2 1
T r.B X Vi yk|22k| 3 39 500 water molecules and 216 DCE molecules using the solute
M XZa Yuda zg W parameters from the liquid/vapor system without modifica-
tions. In this case, the agreement with experiment was quite
poor. However, using a polarizable DCE potential signifi-
cantly improved the results.

The reasonable agreement with experiments enables one
qfo use the molecular dynamics results to gain insight into
the reason for the peak of the interfacial spectrum to be near

—0.73 au, respectively, which reproduces the water gas-phas Ee avetrage Olz the tvlvo bulk ph?sgst._ Onte f[[r;]ds that fltroﬁ%h
electric dipole moment of 1.86 D. Atomic polarizabiliies | € "t"a.ter Ta es a f‘rgert.con r.'th“t;f’” °| te .fpec t“?‘b St :
were assigneduy = 0.170 A and oo = 0.528 &, which ue to its stronger interaction wi e solute, it contributes

give rise to induced dipoles, which, together with the 50% relative to the spectral shift in bulk water, mainly as a

permanent dipole, approximately reproduce the total dipole result of a depletion in the first hydration shell at the

moment of the nonpolarizable SPC model (2.3 D). The interface. A significant contribution to the polarity of the

original paper should be consulted for the values of all thesewaterr]/DCE m:}grf;}ace V\t’)‘?s f?#nd tlotbet d”? to tthe.tshurface
parameters for DCE. roughness, which enables the solute to interact with more

The electronic absorption spectrum was calculated at theWater molecules relative to a situation where the surface is

water liquid/vapor interface ugina 1 nssimulation of a forced to remain flgt.

system that includes 1016 water molecules and one DEPNA. Another conclusion of the above study has been that the
Figure 8 shows the results. Each spectral line is well Main effect of introducing polarizable potentials is to increase
described by a Gaussian curve (which, incidentally, dem- the red shift (_relat|ve to_the nonpolarizable model) by having
onstrates the quality of the second-order cumulant expansionmuch larger induced dipoles on the DCE molecules that are
discussed ear”er)_ The excited-state d|po|e moment of N the V|C|n|ty of the solute in its excited electronic state
DEPNA was chosen so that the peak position of its spectrum (Which has larger charges).

in bulk water agrees with the experimental value (429 nm). In recent years, the importance of including many-body
The half-width at half-height of the bulk spectrum was 34 polarizable potentials in classical molecular dynamics simu-
nm, in good agreement with the experimental value of 37 lations has received much attentiri1148:302304315 The role

nm 251 suggesting that the pure inhomogeneous broadeningof solvent and solute many-body polarizabilities in affecting
assumption, inherent to the molecular dynamics calculations,the electronic absorption line shapes at the water liquid/vapor
is quite acceptable. Considering the experimental uncertain-interface was examined by Benjarfiihfor a model dipolar
ties and the very crude model used for the excited-state solute using molecular dynamics computer simulations. The
charge distribution in DEPNA, the calculated peak position calculations included systematic variation of the solute
of the spectrum at the water liquid/vapor interface was 382 excited-state dipole and polarizability and an examination
nm, in reasonable agreement with the experimental value ofof both polarizable and nonpolarizable water models. It was
373+ 4 nm?51 The calculations at the water/DCE interface found that solvent polarizability has a more substantial effect
were done usiga 1 nssimulation of a system that includes on the peak absorption spectrum than solute polarizability.

is the dipole-dipole tensoR91:302

If the polarizable contributions are included, the fixed charges
on the nonpolarizable liquid atoms are reduced to new values
selected to give a reasonable description of the dielectric
properties of the liquids. For examp® the charges of the

nonpolarizable SPC model (0.41 au for the hydrogen an
—0.82 au for the oxygen) were reduced to 0.365 au and
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One difficulty in interpreting experiments carried out at
liquid/liquid interfaces is the fact that the solute location is
not known with precision and density fluctuations create
additional uncertainty as to the local molecular environment.

Bulk octanol
1 Bulk DCE
] Bulk nonane

Bulk CCl,

4 Bulk water
q___

C B0 While this aspect of the liquid/liquid interface is an interest-
g 8'2 3 ? ) ing feature that is currently under extensive study, it would
50'4 2 be interesting to compare the electronic spectroscopy in this
202k system to an interface where the structure is similar in the
oL O nature of the intermolecular interactions but structurally well-
I - defined. One way to achieve this is to construct mimics of
§038 - b different water/organic liquid interfaces by chemically
:05 modifying the headgroups of hydrocarbon self-assembled
2041 monolayers (SAM). This enables one to study the direct
<0'§ o L E relationship between a well-defined intrinsic structure and
-18 -12 6 0 the dynamics and spectroscopy of adsorbed species. By

. N -1 h N )
spectral shift/1000 cm varying the relative length of a mixture of hydrocarbon

chains, one can also create a static roughness, which will

Figure 9. Electronic absorption spectra for a model electronic enapje its contribution to be distinguish from that due to the
transition (dipole jump) at the interface between water and several dynamic roughness at a normal liquid/liquid interface

organic liquids, calculated using molecular dynamics simulations. . L
The top panel shows the results when the diatomic chromophore Bé€cause the synthesis and characterization of SAM have seen

is located in the organic pha$ A from the Gibbs surface, and the ~ explosive growth in recent years, the hope is that this will

arrows show the peak positions in the bulk organic liquids. In the also stimulate new experiments along the lines of what is

bottom panel, the chromophore is located at the Gibbs surface. Inoutlined below.

each panel, the dotted, dashatbtted, dashed, and solid lines are Benjamin and co-workers have used molecular dynamics

for DCE, octanol, CG| and nonane, respectively. The spectral shift t imulati to study the struct t

is relative to the gas phase. Adapted from ref 260 with permission. computer simuiations to study the structure, spectroscopy,

Copynght 1997 American Institute of Physicsl and dynamICS at the interface between water and Slmple
hydrocarbon SAM with varying roughness as models for

This effect was more pronounced as the excited-state dipoleWater/alkane liquid interfac&s-**and chlorinated SAM with
was increased and more in the bulk than at the interface. Varying degrees of chlorination and roughness as models for
A systematic study of the effect of the liquid/liquid V\(atelrlwhe adkly po:;a r liquid mterfaceﬁé?The struc;urebofhthe_
interface locations, roughness, and polarity on electronic simple hydrocarbon SAM, as well as its wetting behavior

absorption line shape was reported by Michael and Ben- by water, was found to be in good agreement with experi-

o . =" ments3l’ The electroni ra of a chromophor h
jamin28% A chromophore modeled as a dipolar solute with ents? e electronic spectra of a chromophore attached

h dL 4-J i desianed t to the interface between the SAMs and water have been
charges and Lennard-Jones parameters designeéd 10 apgyamined by molecular dynamics computer simulatidhs.
proximately mimic DEPNA was inserted at two different

. . ) The electronic spectrum of the chromophore at the interface
locations at the interface between water and four different between the all-methyl-terminated SAM and water was found
organic liquids representing various polarities and molecular to be very similar to the spectrum calculated when the same

shapes: 1-octanol, 1,2-DCHE;nonane, and carbon tetra- -\ romaphore is located at the water/nonane inteff8uéth
chloride. Some of the results are depicted in Figure 9. These, 5 iations that are consistent with the structure of the
spectra undersc_ore the point that the effective polarlty_ that; \terface and, in particular, the degree of exposure of the
the probe experiences depends not only on the polarity of o omophore to interfacial water molecules. This also seems
the bulk liquids but also on the location and molecular shape 1 orrelate with the SHG measurements carried out by
of the organic liquid. Thus, for example, the water/€Cl \yqiker and co-workers at the interface between water and
interface is more polar than the water/nonane interface pyqrocarbon liquid€’3 The computed electronic absorption
despite the fact that in these model calculations these tWOspectrum of an adsorbed chromophore at the chlorinated
liquids are both purely nonpolar. This is due to the limited gapm/water interface shovi® that the effective polarity of
ability of water molecules to interact with the probe if itis e interface is greater than that of bulk water, in contrast to

buried in nonane, a long-chain alkane. In another demonstra-ihe sjtuation at several liquid/liquid interfaces but in agree-
tion of the importance of surface roughness, the calculations ment with recent experiments at the liquid/solid inter-

were repeated for water/1,2-DCE and water/JQerfaces 40320321 Thjs higher effective polarity is shown to be due
while the interfaces were externally constrained to be smooth. i g contribution from the polar groups at the surface that is
Since the water/CGlinterface is already quite sharp, the |arger than the loss due to the decreased interaction with
spectrum is not affected, but in the case of DCE, the external,ater.

flattening of the interface restricts the ability of water
molecules to interact with the chromophore, which reduces
the red shift. In both cases, the narrower spectral lines reflect
the surface-reduced dynamics roughness. Some experiment(,jazi :

support for the correlation between surface roughness an 1. Experimental Data

spectral width was reported by Walker and co-workérs74 In section 2.2, we discussed how time-resolved fluores-
The above model was also used to test the continuum modelcence spectroscopy can be used to study solvation dynamics
discussed earlier. It was found that this model gives in bulk liquids. Because the fluorescence signal from the
qualitatively reasonable results as far as the effect of interfacebulk is typically much larger than that from the interface,
polarity but is unable to reproduce the effect due to the probe this technique can be used to study solvation dynamics at
location. liquid interfaces only if most of the probe molecules reside

4. Solvation Dynamics at Liquid Interfaces
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at the interface. This is the case when the probe is strongly 08 -

adsorbed at the interface (negligible solubility in the bulk _ 06 - |

of both phases) or when it is adsorbed at the mieditguid o4 1 | || |

interface. Another possibility is to collect the fluorescence 02 |- Ll "

signal in total reflection geometry (this depends on the 8

incident angle and the relative index of refraction of the two - 0r | I

bulk media). This method has been used to measure solvation = ; Fo |

dynamics, but because the evanescent wave penetrates a few o L1 1| L

hundred angstroms beyond the surface, the surface selectivity 1 r % %

is not clear. A promising method that is surface-selective is < DeE = * **xx

based on time-resolved resonance second harmonic genera- 04

tion. Below we summarize these approaches and the data o.g ELoL

obtained through them. 55sss288
EERS SR § P

4.1.1. Time-Resolved Second Harmonic Generation 232228484

Studies of Solvation Dynamics 2 AanAn

. Figure 10. Double-exponential fitted parameters for the solvation
Time-resolved SHG has been used by several workers tOdynamics of coumarin 314 in bulk water, at the air/water interface,

study a number of dynamical phenomena at interf&€é%:*>  and as a function of coverage of the anionic (SDS) and cationic
The application to solvation dynamics was first reported by (CTAB) surfactants. Data taken from Benderskii, A. V.; Eisenthal,
Eisenthal and co-workep8:5322323The method involves K. B. J. Phys. Chem. B2004 108 3376.
three optical pulses: An optical pump pulse excites (some
of) the molecules to an electronic excited state. A time- group) utilizing C314 adsorbed at the air/water interface in
delayed probe pulse with a frequeneygenerates a second the presence of neutral, anionic, and cationic surfac-
harmonic pulse with frequency:2only from the interfacial ~ tants%:323.3253265ome of the data are summarized in Figure
molecules. As the solvent molecule reorganizes around thel0. The solvation dynamics measured using TRSHG were
excited molecules, the energy difference between the groundfitted to a double exponentia§,(t) ~ ¢; e + (1 — ¢y)
and excited state varies. The quantityin eq 3.2 becomes eV, and the corresponding time constants and the amplitude
time-dependent for the excited molecules, and thus the of the fast component are shown in Figure 10 for the anionic
resonant SH signal changes with the delay time. This change(SDS) and cationic (CTAB) surfactants as a function of
can be attributed to solvation dynamics if solute reorientation coverage and compared with the data in bulk water and the
and ground-state recovery is much slow&#? Since this air/water interface with no surfactants. As the cationic
experiment is done at a constant probe frequency, calculationsurfactant surface density increases from 5G0mblecule
of the correlation functiorS,(t) (eq 2.4), requires repeating  to 100 A/molecule, the fast component slows from 380 (the
this measurement at many different frequencies. A simpler value similar to that in bulk water and the air/water interface)
approach used by Eisenthal and co-workers is based on &o 550 fs, while its contribution increases from 75% to near
linear wavelength proceduf& A single probe frequency is  100%. The slow component is also slowed as the coverage
selected such that the resonant time-dependent second-ordencreases, but because the amplitude becomes small, the
susceptibility,|x(R2)|2, is proportional taS,(t).53322The spec- errors are much larger. In contrast, th(_a amplitude_ of t_he fast
tra at different times are related to the equilibrium spectra and slow components of the solvation dynamics in the
of a set of solvents, based on a polarity scale and the linearPresence of an anionic surfactant is nearly constant, and the
wavelength relationshif. effect on the_r_elaxatlon time is not as dramatic. This suggests
With the above method, the solvation dynamics of that th_e positive charge mﬂuences_ the water structure and
coumarin 314 (C314) adsorbed at the air/water interface wasdynamics to a greater degree. This is also reflected in the
measure#2 and found to be very close to that in bulk water €duilibrium absorption SHG spectra, which show a red shift
(0.8 ps). Since most of the hydration energy comes from and therefore increased local polarity at the posmvely
the first coordination shell, this suggests that the hydration charged interface Afax = 436 nm) compared with the
structure and dynamics of water molecules around the Surfactant-free air/water interfacux = 423 nm), though
adsorbed solute in the excited state (which has a large dipoletn€y are less polar than bulk watérx = 448 nm) but more
of 12 D) are similar to those in bulk water. This is consistent Polar than the negatively charged interfacks.( = 431~
with molecular dynamics simulations to be discussed below. 432 nm). ]
Subsequent experiments with polarized pump pulses in the  The effect of external charges on water molecules at differ-
direction parallel and perpendicular to the interface showed €Nt interfaces has been extensively studiéé>ico1e8:2021%
that the solvation dynamics depend on the solute orientation. T h€ opposite alignment of the water dipole next to positive
The solvation dynamics are faster around the solute when itO" Negative charges has a marked effect on the hydrogen-
is parallel to the interfac® This can be the result of several Ponding network, and the above experiments show that there
effects. Since the spectrum for the two orientations may be IS also a significant effect on solvation dynamics.
shifted (as demonstrated with the continuum model in section
3.2), monitoring the dynamics at one fixed wavelength could
produce different decay constafitdt is also possible that
the dynamics of water molecules are different for the two  This technique has been used to study a number of
orientations, and molecular dynamics simulations could be interfacial dynamical phenomena. Applications to solvation
helpful in this regard. dynamics include the following: (a) The solvation dynamics
The effect of the external field on solvation dynamics at of coumarin 460 at the 1-butanol/sapphire interface was
interfaces has been investigated by Benderskii et al. (Eisenthafound to be much slower than that in bulk 1-butaf#dIThis

4.1.2. Time-Resolved Total Internal Reflection
Fluorescence
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was interpreted to be due to strong hydrogen bonding dimethylformamide show a small dependence on the corre-
between the liquid and the hydrophilic sapphire surface. (b) sponding ratid®® Using ab initio calculations, they explained
Teramae and co-workers compared the solvation dynamicsthis in terms of different specific interactions between the
of two different fluorofores at the water/heptane interface polar solvent molecule and the polar headgroups of the
and in a heptane/ethanol mixtii#8.The relaxation time at  surfactants.

the interface (270 ps) was similar to the one in the bulk  While the focus of the solvation dynamics (and static
mixture (200 ps), suggesting preferential hydration at the spectra discussed in section 3.1) studies in reverse micelles

interface. has been the effect due to confinement, the insight gained
about solute-solvent interactions at the interface between a

4.1.3. Solvation Dynamics in Micelles and Reverse polar and nonpolar phase is directly relevant to processes

Micelles occurring at planar liquid/liquid and liquid/membrane inter-

: . . . . faces. However, more directly related to the studies at planar
Solvation dynamics experiments in reverse micelles have . : Lo .
Y P interfaces are experiments done on micelles where the probe

been the subject of much recent interest. The work until the . . o .
year 2000 has been reviewed by Nandi, Bhattacharyya andS adsorbed at the micelle/liquid interface. The dynamics of

Bagchp” and by Levingef? The main goal of these studies lthesg/sylséems(,jlf_ m_odr/e closgly relatted fto the _(lj_)r/]nar?uas_ atthe
was to characterize the dynamics of solvent molecules in t'ﬁé’ée S;) Ist:rr%s Igll.i,lo rggsngr&iges'? ﬁirfi?;;i? slosvs du nlgsmilgs
confined geometrie®¥? The experiments were typically done yd ith the d ios in th g Ik liquids. E y |
using time-resolved fluorescence, which, as explained earlier,g:)mp""lre t'WI d e yr'1am|cf's IISCI\/? 2 d.IqUI S. otrhei(ampze,
does not have the sensitivity problem of planar liquid € solvation dynamics o (4-dicyanomethylene-2-

surfaces. The main result of these studies was the Observatioﬁnethylﬁp-dlmethylammostyryl-&l-pyran) have been stud-

of a very slow relaxation component, hundreds of picoseonds,'(?d n neptralb(Tr|t%n XC'll'g\oB TX)(,j cationic (C%t.y ! tr|dm§th— |
which is not present in the bulk liquid. This has been ylammonium bromide, ), and anionic (sodium dodecy

explained by the slow dynamics of solvent molecules bound sulfate, SDS) micelles using picosecond time-resolved Stokes

to the surface of the reverse micelles, especially the hydrogenSh'ft' The time-dependent Stokes shilt indicates that the water
molecules in the Stern layer of the micelles relax on a time

bonding of water to ionic headgroups. Most measurements le that is sidnifi v sl h h bpi d
have been carried out as a function of the size of the reversescla e that (;s significantly s oweg an éd‘? Su pr:coselcon
micelles by varying the ratio of the polar liquid to the relaxation dynamics in pure watét. In addition, the sol-

surfactant. For example, in the study of Levinger and co- vation dynamics in TX are slower than those in CTAB, and

workers on the solvation dynamics of coumarin 343 in the in all cases, they are multiexponenti#.These data sug-

lecithin/water/cyclohexane reverse micefi#at the smallest ggﬁtotpv?/;grenﬂ%vcgé gavr\z;ﬁihﬂifﬁaecéooahﬁeStr:qoigglI;nstzrr?g'
reverse micelle size all the water molecules are bound to

the surface and one observes a slow 219 ps relaxation. A that this interaction is (as expected) strongly dependent on

the water content increases and the reverse micelle increases © ?aturg ththe mlcotle'lle heaggtrr?up?, t‘."‘S WaSth’E\;IC;ﬁSW
in size, two other faster components appear, one of them?i?e'%r;e when we discusse € stalic spectra of these
similar to that of bulk water (040.6 ps) and the other y '

representing a slow 17 ps relaxation also attributed to 4.2, Computer Simulations

bulk water. For other examples published by the year 2000,  thg gxperimental investigations of solvation dynamics at

one should c07n(;52ult the review articles listed at the top of jiqiq interfaces described above are still clearly in the early
this paragrapf” stages, and much more work is expected soon. In contrast,
In the past few years, the work in this area has explored molecular dynamics simulations have a longer history,
in more detail the effect of size and shape of the micelles aspecause the methodology for conducting these calculations
well as the identity of the polar and nonpolar (continuous s essentially the same as that in the bulk. The goal of these
phase) liquids on the observed dynamics. Willard and simulations has been to understand the relationship between
Levinger studied the effect of a change in the morphology the structure of the interface and the static absorption spectra

of the reverse micelle on the solvation dynanfitsThey  to the observed dynamics and to relate it to the properties
found that solvation dynamics of coumarin 343 in the of the neat interface.

spherical benzene/lecithin/water reverse micelles are faster |n the absence of experimental data, the first solvation

than the dynamics in the tubular reverse micelle formed when dynamics computer simulations at ||qu|d interfaces were done
the nonpolar phase is cyclohexane. on idealized model systems. Benjamin studied the solvation
The solvation dynamics of coumarin 153 in water, meth- dynamics following the instantaneous creation of an ion at
anol, and acetonitrile im-heptane/AOT/watem-heptane/  the water liquid/vapor interfac®®3%The main finding was
AOT/methanol, anah-heptane/AOT/acetonitrile reverse mi-  that the response in the bulk is almost identical to that at the
celles have been investigated by Hazra, Chakrabarty, andinterface. In both cases, there is a very rapid initial decay,
Sarkar using picosecond time-resolved emission spectros-which represents inertial solvent motféf®33and accounts
copy3%? Very slow dynamics on the order of a few nano- for a slightly larger portion of the relaxation in bulk water,
seconds were observed in all the three reverse micellesfollowed by a nearly exponential decay. An examination of
compared to the pure solvents. However, while the solvation the structure of the solvation compf%shows that the ion
time is strongly dependent on the amount of the polar solventtends to keep its solvation shell intact and that this results
in the case of water and methanol reverse micelles, very little in a similar dynamic response, since this response is mainly
dependency is observed in the case of acetonitrile reversedetermined by the first solvation shell. This stability of the
micelles. Similarly, Shirota and co-workers found that while first solvation shell as the ion approaches the interface plays
the solvation dynamics of formamide in aerosol OT reverse an important role in many other systefis.
micelles depend strongly on the molar ratio between forma-  Solvation dynamics at a model polar/nonpolar liquid/liquid
mide and aerosol OT, the solvation dynamics NN- interface were examined by Benjaniifi. Both charge
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separation and charge recombination processes in a diatomiinterfaces’®® As expected, the very slow component found
probe oriented parallel or perpendicular to the interface werein the case of the probe located at the water/nonane and
considered. The relaxation was found to be significantly water/CC}, interfaces was missing from the corresponding
slower at the interface compared to the bulk, especially for interfaces between water and the methyl-terminated and
the charge separation process when the solute is perpenehlorine-terminated SAMs, respectively. In addition, it was
dicular to the interface. This was found to be due to the large found that the solvation dynamics depend on both the
structural reorganization that must occur when a large dipole roughness of the surface and its polarity and can be correlated
is created perpendicular to the interface. All the relaxation with the shift in the electronic absorption spectra relative to
processes involve a significant initial fast inertial response those in bulk water. The dynamics are faster at the smooth
that accounts for 40%70% of the total relaxation. A detailed  surfaces and when the degree of chlorination is larger. By
comparison with linear response shows that while the resolution of the relaxation into contributions from the water
agreement between the nonequilibrium and equilibrium and the organic phase and by examination of these contribu-
correlation functions is quite reasonable in the bulk and for tions as a function of the distance from the chromophore, it
the charge recombination process at the interface, a signifi-was found that most of the water contribution to the
cant deviation from linear response is observed for the chargerelaxation is due to water molecules in the first solvent shell.
separation process. This is shown to be consistent with theThe tail of the relaxation is dominated by the slower
large structural change observed during the nonequilibrium dynamics of the chain molecules.

simulations. Pantano and Laria carried out molecular dynamics simula-
The effect of solute location on solvation dynamics at the tions of coumarin-314 at the water/air interf&&in addition
water/octanol interface was examined by Michael and to calculating a number of equilibrium and dynamical
Benjamin3¥” An instantaneous charge created at the water/ properties, they also studied the solvation dynamics following
octanol interface gave rise to a solvent response whosean excitation of the probe molecules. In agreement with the
relaxation rate varied by 2 orders of magnitude depending experiments of Eisenthal's group, the overall solvation
on its location relative to the interface. This is reminiscent dynamics was found to be only slightly slower at the interface
of experimental observations at the surface of micelles, but (0.79 ps) than in the bulk (0.56 ps). The dynamics were
in the water/octanol case, the slow dynamics are related tocharacterized by an initial fast inertial drop that accounted
the slow dynamics in bulk octanol, and the sharp change in for 50% of the overall relaxation in the bulk compared with
the rate as a function of the probe location underscores the35% at the interface, similar to what was found in the studies
sharpness of the liquid/liquid interface. reported above. Also in agreement with previous studies, the

A systematic study of solvation dynamics at different interfacial hyqlration s_tructure was very similar to the one in
liquid/liquid interfaces was carried out by Michael and the bulk, which again seems to account for the similar
Benjamin3® The interfaces examined were between water dynamics. They also computed the equilibrium time-cor-
and 1-octanol, 1,2-dichloroethane-nonane, and carbon 'elation function (eq 2.6) and found excellent agreement with
tetrachloride, selected to give a range of polarity and interface the nonequilibrium response, thus validating the linear
structure. The electronic transitions involved a change in the '€Sponse approximation in this case.
permanent dipole of a dipolar solute located at the interface. A molecular dynamics study of solvation dynamics in
Two locations of the solute relative to the interface were reverse micelles was reported by Faeder and Lad4hhey
studied and compared with the same process in each of theused a simple diatomic probe undergoing a charge localiza-
bulk liquids. The solvent dynamic response at the interface tion jump (—%,, =%/, — —1, 0) in model reverse micelles of
was much more complex than that in the bulk. The relaxation varying size, and they compared the results to solvation
involved a combination of the “bulklike” dynamics of both  dynamics of the probe in spherical cavities of the same size
solvents and unique surface dynamics due to the existencecontaining only water. They found that on the ® ps time
of a sharp inhomogeneous boundary. The relative contribu-scale, the solvation response in reverse micelles becomes
tion of these different mechanisms depended on the locationfaster as the micelle size increases, in agreement with the
of the probe relative to the interface. As a result of these experiments discussed above. Most of the slowing effect
different contributions, the total relaxation involved multiple occurs in the slower, diffusive portion of the solvent
time scales corresponding to contributions from both solvents response. In contrast, the short-time inertial dynamics, which
and the unique structural and dynamic properties of the account for over 70% of the response in all of the systems
interface. In particular, interfacial water relaxation may studied, appear to be independent of the system, even for
contain a slow component not present in the bulk nor at the the smallest size micelle. Calculations of the equilibrium
water liquid/vapor interface. It was shown that this slow solvation time-correlation functions demonstrate that the
component corresponds to the very slow diffusion of finger- linear response approximation is accurate for these systems.
like water structures at the interface. Systems where theseAn interesting point is that by decomposing the equilibrium
dynamics exist also exhibit marked deviations from linear response into pair and single-molecule contributions, they
response. found that the collective contributions, which are faster than

It is possible to explore the contribution of dynamic surface the single-molecule contribution, increase as the micelle size
roughness at the liquid/liquid interface to the solvation decreases. They also found that the relative magnitudes of
dynamics by replacing the diffuse organic liquid with a SAM. fast (inertial) and slo_vy (diffusive) cont_rlbut|ons to the solvent
To this end, the solvation dynamics following the electronic "€Sponse are sensitive to the location of the solute probe
transition of a chromophore attached to the interface betweenf€lative to the interface. This observation is similar to what
water and SAM (whose spectra were discussed earlier) wereWas found in the simulation of_solvatlon dynamics near self-
examined by molecular dynamics simulati#8%and were ~ @ssembled monolayers, as discussed above.
compared with the same chromophore undergoing the same In a more recent contribution from Faeder and Laddfyi,
electronic transitions at the water/nonane and wate/CCl the effect of the headgroup charge on the solvation dynamics
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was examined by switching the sign of the charge undergoing
localization (thus the transition i8%,, +%, — +1, 0). They
found that the solvation dynamics for the cationic chro-

Benjamin

(17) Fleming, G. R.Chemical Applications of Ultrafast Spectroscopy
Oxford University: New York, 1986.

(18) Hwang, J. K.; Creighton, S.; King, G.; Whitney, D.; Warshel JA.
Chem. Phys1988 89, 859.

mophore are much slower and more strongly dependent on (19) Maroncelli, M.; Castner, E. W., Jr.; Bagchi, B.; Fleming, G. R.

the size (or water content) of the model micelle. This
difference was attributed, in part, to the different initial
structure (location) of the probe, again in parallel to what
was found in the case of self-assembled monolayers.

5. Conclusions and Outlook

The unique properties of the liquid interface region have @7)
a marked signature on the electronic absorption spectra and

solvation dynamics of adsorbed dye molecules. In particular,
the molecular structure of the soluteolvent complex and

how it is affected by the anisotropic surface forces, by the
different density and polarity, and by the dynamic surface

roughness seem to be the most important factors determining

the spectra and dynamics.

The experimental and theoretical studies of electronic
spectra and solvation dynamics at liquid interfaces are still
developing. While much has been learned from the work
done in the past decade, there is still a need for new
experimental data, especially on solvation dynamics, to
provide more detailed and direct information about molecular
interactions at the interface. Close collaboration between
computer simulations and experiments will continue to be
critical for future progress.
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